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Abstract: In this paper, the recently introduced optimisation strategy, imperialist competitive algorithm (ICA) is used to design an optimal antenna array which minimises the error probability for binary phase shift keying modulation, called minimum bit error rate (MBER) beamforming. ICA is used to deal with the high complexity and high dimensionality of this challenging problem which can not be easily solved by gradient-based methods. The results are compared to that of both a genetic algorithm (GA) and the optimal array obtained by a properly set gradient based algorithm. Comparison shows that in contrast with GA, ICA leads to the array with error probability which is very close to the optimal value. Also, being faster than GA, ICA minimises the cost function with more consistency. The total results show that ICA is a powerful and reliable tool for solving complex optimisation problems such as MBER beamforming.
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1 Introduction

Different methods have been proposed for solving an optimisation problem. Some of these methods are the computer simulation of the natural processes. For example, genetic algorithms (GAs) are a particular class of evolutionary algorithms that evolve a population of candidate solutions to a given problem. GAs use operators inspired by natural genetic variation and natural selection. Simulated annealing (SA) is another example. This technique simulates the annealing process in which a substance is heated above its melting temperature and then gradually cooled to produce the crystalline lattice, which minimises its energy probability distribution. On the other hand, ant colony optimisation is inspired by the foraging behaviour of real ants. Also, the inspiration source of particle swarm optimization (PSO) which was formulated by Edward and Kennedy in 1995 was the social behaviour of animals, such as bird flocking or fish schooling (Haupt and Haupt, 2004).

In this paper, recently introduced evolutionary optimisation strategy, the imperialist competitive algorithm (ICA) is used to solve the beamforming problem in smart antennas. Smart antennas have been widely used in the wireless communication systems and are proposed as solutions to enhance the capacity of the system (Foutz et al., 2003). They are also considerable due to their potential for decreasing the interference, improving quality of service (Bellofiore et al., 2002), enhancing power control and extending battery life in portable units of these systems.

Evolutionary algorithms, such as GA, PSO and SA were suggested in the past decades for solving optimisation problems in different fields. Also, these methods have been recently applied to smart antenna related problems (Zainud-Deen et al., 2005; Li et al., 2008). ICA is a new socio-politically motivated global search strategy that has recently been introduced for dealing with different optimisation tasks (Atashpaz-Gargari and Lucas, 2007). This evolutionary optimisation strategy has shown great performance in both convergence rate and better global optima achievement (Atashpaz-Gargari and Lucas, 2007; Rajabioun et al., 2008; Rajabioun et al., 2008a; Babangard-Oskouyi et al., 2008; Sepehri Rad and Lucas, 2008; Atashpaz-Gargari et al., 2008; Rajabioun et al., 2008b). Nevertheless, its effectiveness, limitations and applicability in various domains are currently being extensively investigated. In Atashpaz-Gargari et al. (2008), ICA is used to design an optimal controller which not only decentralises, but also optimally controls an industrial multi input multi output (MIMO) distillation column process. Babangard-Oskouyi et al. (2008) use ICA for reverse analysis of an artificial neural network in order to characterise the properties of materials from sharp indentation test. In order to find the optimal priorities for each user in recommender systems, Sepehri Rad and Lucas (2008) use ICA in ‘prioritised user-profile’ approach to recommender systems, trying to implement more personalised recommendation by assigning different priority importance to each feature of the user-profile in different users. Also, Rajabioun et al. (2008b) use the ICA to find the Nash equilibrium point of different games. In this paper, the ICA is applied to solve the beamforming problem in a smart antenna system in order to minimise the error probability.

The classical approach for beamforming minimises the mean square error between the array output and the desired signal (Chen et al., 2003). This method is called minimum mean square error (MMSE) beamforming. However, in communication applications, the best indicator of the system performance is error probability. Using MMSE criterion does not necessarily guarantee the minimisation of the error probability. Therefore, in communication applications, to obtain further improvement, it is indispensable to minimise the error probability instead of minimising the mean square error. The later method is called minimum bit error rate (MBER) beamforming.

In comparison with MMSE method, employing MBER will require solving a more complicated optimisation problem. To cope with such a hard optimisation task, gradient based methods with proper initial values and algorithmic parameters can be used (Chen et al., 2003) although choosing the initial values and setting the algorithmic parameters is challenging in most of the cases. To avoid the shortcoming of gradient based algorithms, a GA was proposed to solve MBER beamforming problem (Wolfgang et al., 2004). Applying GA to the MBER beamforming has not resulted in solution convergence to the global optimum of the cost function (Wolfgang et al., 2004). This can be caused by the specific shape of cost function, high dimensionality of the optimisation problem as well as the quantised nature of variables in the used GA (Wolfgang et al., 2002). In this paper, ICA is applied to the MBER beamforming to investigate its efficiency.

This paper is organised as follows: Part 2 states the optimisation problem of MBER beamforming. Part 3 provides a review of ICA. To assess the performance of ICA in solving MBER beamforming, in Part 4, simulation results are depicted and finally in Part 5, the conclusion of the paper is presented.

2 Problem statement

As a case study, it is supposed that $M$ users are transmitting their information using binary phase shift keying (BPSK) modulation on the same carrier frequency $\omega = 2\pi f$. The based band equivalent transmitted signal of $i$th user can be given by:

$$m_i(k) = A_i d_i(k) \quad i = 1, 2, \ldots, M,$$

where $d_i(k) \in \{+1, -1\}$ and $A_i$ is the amplitude of the signal received from $i$th user. It is assumed that the first source is the desired user and the other sources are the interfering users, i.e., to receive the information of the intended user, User 1, other users act as a source of interference.

Figure 1 shows a big picture of an antenna array used in the receiver. As shown in this figure, the receiver is composed of a one-dimensional $L$-element linear antenna
array with an inter element spacing of $d = \lambda/2$ where $\lambda$ is the wave-length of the information sources.

**Figure 1** Supposed system with $L$ antennas (see online version for colours)

The received signal at $l$th antenna at the time instance $k$, $x_l(k)$ can be stated as follows:

$$X_l(k) = \sum_{i=1}^{M} m_i(k) e^{j\eta_l (\theta_i)} + n_l(k) \quad 1 \leq l \leq L$$

where $t_l(\theta_i)$ is the relative time delay of signal transmitted by the $i$th user at $l$th antenna and $\theta_l$ is the incidence angle of $l$th user. Also, $n_l(k)$ is the circularly symmetric additive white Gaussian noise at $l$th antenna. The mean and variance of the noise $n_l(k)$ is considered to be zero and $2\sigma^2$ respectively. Also, the noises of all antennas are supposed to be independent random variables. The received signals of antennas can be restated in vectorised form as follows:

$$X(k) = [X_1(k) \quad X_2(k) \cdots X_L(k)]^T = P D(k) + n(k)$$

where $P$ is the system matrix that is defined as follows:

$$P = \begin{bmatrix}
A_1 e^{j\eta_1(\theta_1)} & A_2 e^{j\eta_1(\theta_2)} & \cdots & A_M e^{j\eta_1(\theta_M)} \\
A_1 e^{j\eta_2(\theta_1)} & A_2 e^{j\eta_2(\theta_2)} & \cdots & A_M e^{j\eta_2(\theta_M)} \\
\vdots & \vdots & \ddots & \vdots \\
A_1 e^{j\eta_M(\theta_1)} & A_2 e^{j\eta_M(\theta_2)} & \cdots & A_M e^{j\eta_M(\theta_M)}
\end{bmatrix}$$

$D(k) = [d_1(k) \quad d_2(k) \cdots d_M(k)]^T$ is bit vector of the users and $n(k)$ is the additive noise vector for which the covariance matrix is $E(n(k)n^*(k)) = 2\sigma^2 I_L$. $X(k)$ is the noiseless input of the antennas for which:

$$X'(k) = \tilde{X} = P D_q, 1 \leq q \leq N_b,$$

where $N_b = 2^M$ and $D_q, 1 \leq q \leq 2^M$ is the set of all the possible sequences for the users bits. In the receiver, the outputs of antennas are multiplied by excitation weights and are summed to yield the output of the antenna array. In the MBER beamforming, the main challenge is to find the proper excitation weights in order to minimise the error probability. The final output of the beamformer is as follows:

$$y(k) = w^H X'(k) = w^H (X'(k) + n(k)) = \overline{y}(k) + e(k),$$

where $w$ is the excitation weight vector and $e(k) = w^H n(k)$ is the output noise that has complex Gaussian distribution with zero mean and variance equal to $w^H 2\sigma^2 w$. The decision rule for detecting the transmitted bit of the first user is as follows:

$$b_1(k) = \text{sign}(y_1(k)),$$

where $y_1(k)$ is the real part of the antenna array output and considering:

$$\overline{y}_R(k) \in Y_R (\overline{y}_R(k), 1 \leq q \leq 2^M),$$

$Y_R$ can only take values from the following set:

$$Y_R = \{\overline{y}_R, \text{Re}(\overline{y}_R), 1 \leq q \leq 2^M \}.$$

It can be easily shown that the probability density functions of $y(k)$ can be attained as follows (Chen et al., 2003):

$$p(y_R) = \frac{1}{N_b \sqrt{2\pi\sigma^2 w^H w}} \sum_{q=1}^{N_b} \exp\left(\frac{(y_R - \overline{y}_R)^2}{2\sigma^2 w^H w}\right).$$

Hence, by using probability density function, error probability of the system can be stated as:

$$P_E(w) = \frac{1}{N_b} \sum_{i=1}^{N_b} Q\left(\frac{\text{sign}(d_{q,1}) \overline{y}_{R_q}}{\sigma\sqrt{w^H w}}\right),$$

where $d_{q,1}$ is the transmitted bit of the first user. The MBER beamforming is the problem of determining optimal excitation weights $w_{BER}$ which minimise the error probability. That is:

$$w_{BER} = \arg \min_w P_E(w).$$

### 3 Imperialist competitive algorithm

The recently introduced ICA uses the socio-political process of imperialism and imperialistic competition as a source of inspiration. Figure 2 shows the flowchart of the ICA. Similar to other evolutionary algorithms, this algorithm starts with an initial population. Each individual of the population is called a ‘country’. Some of the best countries (in optimisation terminology, countries with the least cost) are selected to be the imperialist states and the rest form the colonies of these imperialists. All the colonies of initial countries are divided among the mentioned imperialists
based on their power. The power of each country, the counterpart of fitness value in the GA, is inversely proportional to its cost. The imperialist states together with their colonies form some empires.

Figure 2  Flowchart of the ICA (see online version for colours)

After forming initial empires, the colonies in each of them start moving toward their relevant imperialist country. This movement is a simple model of assimilation policy which was pursued by some of the imperialist states. The total power of an empire depends on both the power of the imperialist country and the power of its colonies. This fact is modelled by defining the total power of an empire as the power of imperialist country plus a percentage of mean power of its colonies.

3.1 Creation of initial empires

The goal of optimisation is to find an optimal solution in terms of the variables of the problem. We form an array of variable values to be optimised. In the GA terminology, this array is called ‘chromosome’, but in ICA, the term ‘country’ is used for this array. In an \( N_{var} \)-dimensional optimisation problem, a country is a \( 1 \times N_{var} \) array. This array is defined as follow:

\[
country = [p_1, p_2, p_3, \ldots, p_{N_{var}}]
\]

where \( p_s \) are the variables to be optimised. The variable values in the country are represented as floating point numbers. Each variable in the country can be interpreted as a socio-political characteristic of a country. From this point of view, all the algorithm does is to search for the best country that is the country with the best combination of socio-political characteristics such as ‘culture’, ‘language’, ‘economical policy’ and even ‘religion’. From the optimisation point of view, this leads to find the optimal solution of the problem, the solution with least cost value. Figure 3 shows the interpretation of country using some of socio-political characteristics.

Figure 3  The candidate solutions of the problem, called country, consists of a combination of some socio-political characteristics such as culture, language and religion (see online version for colours)

\[
country = [p_1, p_2, p_3, \ldots, p_{N_{var}}]
\]

The cost of a country is found by evaluation of the cost function \( f \) at variables \( (p_1, p_2, p_3, \ldots, p_{N_{var}}) \). So we have:

\[
cost = f(country) \equiv f(p_1, p_2, p_3, \ldots, p_{N_{var}}).
\] (8)

To start the optimisation algorithm, initial countries of size \( N_{Country} \) is produced. We select \( N_{imp} \) of the most powerful countries to form the empires. The remaining \( N_{col} \) of the initial countries will be the colonies each of which belongs to an empire.

To form the initial empires, the colonies are divided among imperialists based on their power. That is, the initial number of colonies of an empire should be directly proportionate to its power. To proportionally divide the colonies among imperialists, the normalised cost of an imperialist is defined by:

\[
C_n = c_n - \max_i \{c_i\},
\] (9)

where \( c_n \) is the cost of the \( n \)th imperialist and \( C_n \) is its normalised cost. Having the normalised cost of all imperialists, the normalised power of each imperialist is defined by:

\[
p_n = \frac{C_n}{\sum_{i=1}^{N_{imp}} C_i}
\] (10)

The initial colonies are divided among empires based on their power. Then, the initial number of colonies of the \( n \)th empire will be:

\[
N.C_n = \text{round}(p_n \cdot N_{col})
\] (11)

where \( N.C_n \) is the initial number of colonies of the \( n \)th empire and \( N_{col} \) is the total number of initial colonies. To divide the colonies, \( N.C_n \) of the colonies are randomly chosen and given to the \( n \)th imperialist. These colonies
along with the $n$th imperialist form the $n$th empire. Figure 4 shows the initial empires. As shown in this figure, bigger empires have greater number of colonies, while weaker ones have less. In this figure, Imperialist 1 has formed the most powerful empire and consequently has the greatest number of colonies.

Figure 4 Generating the initial empires (see online version for colours)

Note: The more colonies an imperialist possess, the bigger is its relevant ★ mark.

3.2 Assimilation: movement of colonies toward the imperialist

Pursuing assimilation policy, the imperialist states tried to absorb their colonies and make them a part of themselves. More precisely, the imperialist states made their colonies to move toward themselves along different socio-political axis such as culture, language and religion. In the ICA, this process is modelled by moving all of the colonies toward the imperialist along different optimisation axis. Figure 5 shows this movement. Considering a two-dimensional optimisation problem, in this figure, the colony is absorbed by the imperialist in the ‘culture’ and ‘language’ axes. Then, the colony will get closer to the imperialist in these axes. Continuation of assimilation will cause all the colonies to be fully assimilated into the imperialist.

In the ICA, the assimilation policy is modelled by moving all the colonies toward the imperialist. This movement is shown in Figure 5 in which a colony moves toward the imperialist by $x$ units. The new position of colony is shown in a darker colour. The direction of the movement is the vector from the colony to the imperialist state. In this figure, $x$ is a random variable with uniform (or any proper) distribution. Then:

$$x \sim U(0, \beta \times d),$$

where $\beta$ is a number greater than one and $d$ is the distance between the colony and the imperialist state. $\beta > 1$ causes the colonies to get closer to the imperialist state from both sides.

Figure 5 Movement of colonies toward their relevant imperialist (see online version for colours)

Assimilating the colonies by the imperialist states did not result in direct movement of the colonies toward the imperialist. That is, the direction of movement is not necessarily the vector from colony to the imperialist. To model this fact and to increase the ability of searching more area around the imperialist, a random amount of deviation is added to the direction of movement. Figure 6 shows the new direction. In this figure $\theta$ is a parameter with uniform (or any proper) distribution. Then:

$$\theta \sim U(-\gamma, \gamma),$$

where $\gamma$ is a parameter that adjusts the deviation from the original direction. Nevertheless, the values of $\beta$ and $\gamma$ are arbitrary, in most of implementations, a value of about two for $\beta$ and about $\pi/4$ (Rad) for $\gamma$ results in good convergence of countries to the global minimum.

Figure 6 Movement of colonies toward their relevant imperialist in a randomly deviated direction (see online version for colours)

3.3 Exchanging positions of the imperialist and a colony

While moving toward the imperialist, a colony might reach to a position with lower cost than the imperialist. In this case, the imperialist and the colony change their positions. Then, the algorithm will continue by the imperialist in the new position and the colonies will be assimilated by the imperialist in its new position. Figure 7(a) depicts the position exchange between a colony and the imperialist. In this figure, the best colony of the empire is shown in a darker colour. This colony has a lower cost than the
imperialist. Figure 7(b) shows the empire after exchanging the position of the imperialist and the colony.

![Figure 7](image)

(a) exchanging the positions of a colony and the imperialist (b) the entire empire after position exchange (see online version for colours)

3.4 Total power of an empire

Total power of an empire is mainly affected by the power of imperialist country. However, the power of the colonies of an empire has an effect, albeit negligible, on the total power of that empire. This fact is modelled by defining the total cost of an empire by:

\[
T.C. = \text{Cost}(\text{imperialist}_n) + \xi \text{mean}\{\text{Cost}(\text{colonies of empire}_n)\},
\]

where \(T.C._n\) is the total cost of the \(n\)th empire and \(\xi\) is a positive small number. A little value for \(\xi\) causes the total power of the empire to be determined by just the imperialist and increasing it will increase to the role of the colonies in determining the total power of an empire. The value of 0.1 for \(\xi\) has shown good results in most of the implementations.

3.5 Imperialistic competition

All empires try to take the possession of colonies of other empires and control them. The imperialistic competition gradually brings about a decrease in the power of weaker empires and an increase in the power of more powerful ones. The imperialistic competition is modelled by just picking some (usually one) of the weakest colonies of the weakest empire and making a competition among all empires to possess these (this) colonies. Figure 8 shows a big picture of the modelled imperialistic competition. Based on their total power, in this competition, each of the empires will have a likelihood of taking possession of the mentioned colonies. In other words, these colonies will not definitely be possessed by the most powerful empires, but these empires will be more likely to possess them.

To start the competition, first, a colony of the weakest empire is chosen and then the possession probability of each empire is given by:

\[
P_{P_n} = \frac{N.T.C._n}{\sum_{i=1}^{N} N.T.C._i}
\]

where \(N.T.C._n\) and \(N.T.C._i\) are the total cost and the normalised total cost of \(n\)th empire, respectively. Having the normalised total cost, the possession probability of each empire is given by:

\[
P_{P_n} = \frac{N.T.C._n}{\sum_{i=1}^{N} N.T.C._i}
\]

Note: The more powerful an empire is, the more likely it will possess the weakest colony of the weakest empire.

To divide the mentioned colonies among empires, vector \(P\) is formed as follows:

\[
P = [p_{P_1}, p_{P_2}, p_{P_3}, \ldots, p_{P_{N_{emp}}}]^T
\]

Then, the vector \(R\) with the same size as \(P\) whose elements are uniformly distributed random numbers is created.

\[
R = [r_1, r_2, r_3, \ldots, r_{N_{emp}}]^T
\]

\[
r_1, r_2, r_3, \ldots, r_{N_{emp}} \sim U(0,1).
\]

Then, vector \(D\) is formed by subtracting \(R\) from \(P\).

\[
D = P - R = [D_1, D_2, D_3, \ldots, D_{N_{emp}}]
\]

\[
= [p_{P_1} - r_1, p_{P_2} - r_2, p_{P_3} - r_3, \ldots, p_{P_{N_{emp}}} - r_{N_{emp}}]
\]

Referring to vector \(D\), the mentioned colony (colonies) is handed to an empire whose relevant index in \(D\) is maximised.

The process of selecting an empire is similar to the roulette wheel process which is used in selecting parents in GA. But this method of selection is much faster than the conventional roulette wheel because it is not required to calculate the cumulative distribution function and the selection is based on only the values of probabilities. Hence, the process of selecting the empires can solely substitute the roulette wheel in GA and increase its execution speed. The main steps of ICA is summarised in the pseudo-code given in Figure 9.
4 Simulation

In this section, two evolutionary optimisation algorithms, ICA and GA are applied to MBER beamforming problem. To simulate a prototype beamforming problem and compare the results with Chen et al. (2003) and Wolfgang et al. (2004), it is assumed that five information sources transmit their signals using BPSK modulation on the same carrier frequency and the first source is the desired user. The receiver consists of a one-dimensional 4-element antenna array having inter-element spacing of half of the wavelength of the users. Information sources have equal transmit power and the incidence angles of the sources relative to the perpendicular of the antenna array are as follows:

\[ \theta_1 = 15^\circ, \theta_2 = 4^\circ, \theta_3 = 26^\circ, \theta_4 = -70^\circ, \theta_5 = 80^\circ. \]

As in Chen et al. (2003), the receiver has the knowledge of the location and amplitude of the users. Therefore, the error probability of the detection of the desired (first) user can be written as (7). The main goal in MBER beamforming is to find the optimum excitation weights which minimise the error probability.

Since any positive scaling of excitation weights does not alter the error probability (7), in order to find the optimal weights, the real and imaginary parts of weights are assumed to be in interval \([-1, 1]\).

In this paper, the error probability is minimised using ICA and GA. Also, the optimum excitation weights are found using conjugate gradient method by properly setting the initial values and algorithmic parameters (Chen et al., 2003). The obtained results are also compared with MMSE beamforming method.

Two evolutionary methods are applied to adjust the excitation weights in order to reach the MBER. For a fair comparison between the ICA and GA, initial parameters of the both algorithms are set to have equal numbers of cost function (error probability in terms of excitation weights) calls. In GA, each excitation weight is represented as a string of bits, half of which is used for the real part and the rest for the imaginary part. The parameters of the GA and ICA are summarised in Table 1 and Table 2 respectively.

### Table 1 Parameters of GA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of cross-over</td>
<td>40</td>
</tr>
<tr>
<td>% of recombination</td>
<td>50</td>
</tr>
<tr>
<td>% of mutation</td>
<td>10</td>
</tr>
<tr>
<td>Population size</td>
<td>40</td>
</tr>
<tr>
<td>Number of generations</td>
<td>60</td>
</tr>
</tbody>
</table>

### Table 2 Parameters of ICA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of countries</td>
<td>40</td>
</tr>
<tr>
<td>Number of empires</td>
<td>6</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>60</td>
</tr>
<tr>
<td>Assimilation coefficient (\beta)</td>
<td>2</td>
</tr>
<tr>
<td>Assimilation angle (\gamma)</td>
<td>0.5</td>
</tr>
</tbody>
</table>

ICA and GA are used to minimise the error probability of the antenna array in different signal to noise ratios (SNR). Each algorithm is run for 50 times and the average error probability is considered. Figure 10 shows the optimum error probability (Chen et al., 2003) and error probability of the ICA and GA versus SNR. As shown in this figure, GA leads to more error probability in comparison with the optimum error probability and the error probability of ICA. This fact becomes more apparent in high values of SNRs. For example, in SNR = 9, error probability of GA is about ten times that of ICA. The performance loss of GA is probably because of the specific shape of the error probability function, high dimensionality of the optimisation problem and the discrete nature of the optimisation variables (Wolfgang et al., 2002). On the contrary, in the same function calls, ICA yields an error probability which is very close to the optimum value.

From another point of view, it is very informative to consider the consistency of the results obtained by ICA and GA. Figure 11 makes a comparison between the variance of the error probabilities of ICA and GA in 50 different runs. To make the figure more apparent, the variance of ICA
results are shown by multiplying them by 5,000. Figure 11 shows that ICA solutions have more consistency in comparison with GA. Figures 10 and 11 indicate that the results of ICA are not only better than that of GA, but also ICA leads to more reliable solutions.

Figure 11 Variance of the results obtained by ICA and GA for different SNRs (see online version for colours)

Note: Variance of ICA is multiplied by 5,000.

Comparing the convergence rate of GA and ICA can be beneficiary too. As a case study, Figure 12 compares the convergence rate of both algorithms for finding the optimal excitation weights for SNR = 10 dB. The comparison results show that ICA not only reaches to less values of error probability, but also its convergence rate is more than that of GA. The convergence rate for other values of SNR showed the similar results.

Figure 12 Minimum costs of ICA countries and GA chromosomes versus iterations (see online version for colours)

5 Conclusions

Beamforming is a promising solution for increasing the capacity of antenna arrays. The classical approach for beamforming was based on the minimisation of the mean square error between the beamformers output and the desired signal. However, in communication applications, a more important criterion is minimising error probability. Therefore, to obtain a better performance in communication applications, minimising the error probability (MBER beamforming) instead of mean square error (MMSE beamforming) is very important and a crucial task.

To deal with the challenging problem of MBER beamforming, in this paper, a recently introduced evolutionary optimisation strategy ICA was applied. The results of applying ICA to MBER beamforming was compared to that of GA and a gradient based method. Comparison of the results showed that ICA has generally reached to an error probability which is very close to the optimum value, while GA’s error probability diverges from the optimum value especially in high SNR values. Consistency of the solutions is another criterion in comparing the used optimisation methods. Applying ICA to the problem of MBER beamforming for many times showed that variance of the ICA solutions was very small in comparison with that of GA. The quality of ICA solutions along with their consistency indicates that ICA is an efficient and reliable tool for dealing with difficult optimisation task of MBER beamforming.

References


