
An Application of Imperialist Competitive Algorithm 
to Solve the Quadratic Assignment Problem 

Ali Safari Mamaghani 
Computer Engineering Department 

Islamic Azad University, Bonab Branch 
Bonab, Iran 

Ali.Safari.m@gmail.com 

Mohammad Reza Meybodi 
Computer Engineering and Information Technology 

Department 
 AmirKabir University of Technology 

Tehran, Iran 
mmeybodi@aut.ac.ir 

 
Abstract— Imperialist Competitive Algorithm (ICA) is a new 
socio-politically motivated global search strategy that has 
recently been introduced for dealing with different optimization 
problems. In this paper, we adopt ICA to solve the quadratic 
assignment problem which is a NP-Complete problem and is one 
of the most interesting and most challenging combinatorial 
optimization problems in existence. We test our algorithm on 
some of the benchmark instances of QAPLIB, a well-known 
library of QAP instances. This algorithm is compared with two 
meta heuristic strategies. These methods are based on simulated 
annealing approach and genetic algorithm. In most of instances, 
the proposed method outperforms other approaches. 
Experimental results illustrate the effectiveness of ICA approach 
on the quadratic assignment problem. 

Keywords- Quadratic Assignment Problem; Imperialistic 
Competitive Algorithm; NP-Complete problem; meta heuristic 
algorithms. 

I.  INTRODUCTION  
The Quadratic Assignment Problem (QAP) is one of the 

classical combinatorial optimization Problems and is widely 
regarded as one of the most difficult problem in this class. 
Given a set },...,3,2,1{ nN = and nn×  matrices 

}{ ijfF = and }{ ijdD = , and }{ ijcC = , the QAP is to find a 

permutation φ  of the set N which minimizes 
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As an application of the QAP, consider the following 
campus planning problem. On a campus, new facilities are to 
be erected and the objective is to minimize the total walking 
distances for students and staffs. Suppose there are n available 
sites and n facilities to locate. Let kld  denotes the walking 
distance between the two sites k and l where the new facilities 
will be erected. Further, let jif , denotes the number of people 
per week who travel between the facilities i and j. Then, the 
decision problem is to assign facilities to sites so that the 
walking distance of people is minimized. Each assignment can 
be mathematically described by a permutation φ of  

},...,3,2,1{ nN =  such that ki =)(φ  means that the facility i is 

assigned to site k. The product )()( jiij df φφ describes the 
weekly walking distance of people who travel between 
facilities i and j. Consequently, the problem of minimizing the 
total walking distance reduces to identifying a permutation φ  
that minimizes the function z defined above. This is an 
application of the QAP with each 0=ikc . In this application, 
we have assumed that the cost of erecting a facility does not 
depend upon the site. In case it does, we will denote by kic ,  the 
cost of erecting facility i at site k, and these costs will also play 
a role in determining the optimal assignment of facilities to 
sites [1]. 

Additional applications of QAP include the allocation of 
plants to candidate locations, layout of plants, backboard 
wiring problem, design of control panels and typewriter 
keyboards, balancing turbine runners, ordering of interrelated 
data on a magnetic tape, processor-to-processor assignment in a 
distributed processing environment, placement problem in 
VLSI design, analyzing chemical reactions for organic 
compounds, and ranking of archaeological data.  

On account of its diverse applications and the intrinsic 
difficulty of the problem, the QAP has been investigated 
extensively by the research community. The QAP has been 
proved to be an NP-complete problem and a variety of exact 
and heuristic algorithms have been proposed.  

Exact algorithms for QAP include approaches based on 
dynamic programming [2], cutting planes [3], and branch and 
bound [4, 5]. Among these, only branch and bound algorithms 
are guaranteed to obtain the optimum solution, but they are 
generally unable to solve problems of size larger than n=20. 

Since many applications of QAP give rise to problems of 
size far greater than 20, there is a special need for good 
heuristics for QAP that can solve large-size problems. Known 
heuristics for QAP can be classified into the following 
categories: construction methods [6, 7], limited enumeration 
methods [8, 9], local improvement methods [10], simulated 
annealing methods [11], tabu search methods [12, 13] and 
genetic algorithms [12, 14]. Among these, the tabu search 
method due to Skorin-Kapov [12] and  the (randomized) local 
improvement method due to Li et al. [10] and Pardalos et al. 
[15], which they named as Greedy Randomized Adaptive 
Search Procedure (GRASP), are the two most accurate 
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heuristic algorithms to solve the QAP.Other approaches were 
used to solve the QAP problem are ant colony algorithm [16, 
17], Path Relinking method [18], hybrid GRASP approach with 
Tabu search[19], hybrid Ant Colony approach with Genetic 
and Hill Climbing[20] and Parallel Tabu Search[21]. 

The structure of the reminder of this paper is as follows: 
Section 2 is an introduction to ICA algorithm. In section 3, we 
describe the proposed algorithm based on ICA to solve the 
problem. Section 4 and 5 are dedicated to describe 
experimental results and paper conclusion respectively. 

II. INTRODUCTION TO IMPERIALIST COMPETITIVE 
ALGORITHM  

Imperialist Competitive Algorithm is a new evolutionary 
optimization method which is inspired by imperialistic 
competition [22]. Like other evolutionary algorithms, it starts 
with an initial population which is called country and is divided 
into two types of colonies and imperialists which together form 
empires. Imperialistic competition among these empires forms 
the proposed evolutionary algorithm. During this competition, 
weak empires collapse and powerful ones take possession of 
their colonies. Imperialistic competition converges to a state in 
which there exists only one empire and colonies have the same 
cost function value as the imperialist. The pseudo code of 
Imperialist competitive algorithm is as follows: 

1) Select some random points on the function and initialize the empires. 
2) Move the colonies toward their relevant imperialist (Assimilation). 
3) Randomly change the position of some colonies (Revolution). 
4) If there is a colony in an empire which has lower cost than the 
imperialist, exchange the positions of that colony and the imperialist. 
5) Unite the similar empires.  
6) Compute the total cost of all empires. 
7) Pick the weakest colony (colonies) from the weakest empires and give 
it (them) to one of the empires (Imperialistic competition). 
8) Eliminate the powerless empires. 
9) If stop conditions satisfied, stop, if not go to 2. 
After dividing all colonies among imperialists and creating 

the initial empires, these colonies start moving toward their 
relevant imperialist state which is based on assimilation policy. 
Figure 1 shows the movement of a colony towards the 
imperialist. 

 
Figure 1.  Moving colonies toward their relevant imperialist 

In this movement, θ and x are random numbers with 
uniform distribution as illustrated in formula (1) and d is the 
distance between colony and the imperialist. 

x~ U(0, d×β ), θ  ~ U(- ),γγ                 (1) 

Where β and γ are parameters that modify the area that 
colonies randomly search around the imperialist. In our 

Implementation β and γ are considered as 2 and 0.5 
(Radian) respectively. 

In ICA, revolution causes a country to suddenly 
change its socio-political characteristics. That is, instead 
of being assimilated by an imperialist, the colony 
randomly changes its position in the socio-political axis. 
The revolution increases the exploration of the algorithm 
and prevents the early convergence of countries to local 
minimums. 

 The total power of an empire depends on both the power of 
the imperialist country and the power of its colonies which is 
shown in formula (2). 

. . ( ) { ( )}n n nT C Cost imperialist mean Cost colonies of empireξ= +   (2) 

In imperialistic competition, all empires try to take 
possession of colonies of other empires and control them. This 
competition gradually brings about a decrease in the power of 
weaker empires and an increase in the power of more powerful 
ones. This is modeled by just picking some of the weakest 
colonies of the weakest empires and making a competition 
among all empires to possess these colonies. Figure 2 shows a 
big picture of the modeled imperialistic competition. Based on 
their total power, in this competition, each of the empires will 
have a likelihood of taking possession of the mentioned 
colonies. The more powerful an empire, the more likely it will 
possess the colonies. In other words these colonies will not be 
certainly possessed by the most powerful empires, but these 
empires will be more likely to possess them. Any empire that is 
not able to succeed in imperialist competition and can not 
increase its power (or at least prevent decreasing its power) will 
be eliminated. 

 
Figure 2.   Imperialistic competition 

ICA as a new evolutionary method which is used in several 
applications, such as designing PID controller, characterizing 
materials properties, error rate beam forming, designing vehicle 
fuzzy controller, etc. In this paper, we have applied this 
algorithm for solve the quadratic assignment problem. 

III. AN APPLICATION OF ICA TO SOLVE THE QUADRATIC 
ASSIGNMENT PROBLEM 

In this section we adapt ICA to solve the QAP problem. We 
describe details of basic steps of the proposed ICA algorithm 
which used to solve the problem. 
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Representation of the Countries: We form an array of 
variable values to be optimized. In the GA, this array is called 
chromosome, but in ICA the term country is used for this array. 
In this paper representation is employed, which is illustrated in 
Figure 3. We form an n×1 array as a country. Suppose there 
are n available sites and n facilities to locate in sites.  

 

Figure 3.  Representation of the Countries for QAP problem 

In the above representation, the value of every cell in array 
represents the facility that is assigned to corresponding 
location. In the country shown in Fig. 3, there are 10 facilities 
to be placed at 10 locations. For example, the second cell in the 
chromosome means that facility 5 is placed at location 2. At 
first, the algorithm starts with initial population which is 
formed by randomly generated countries. 

The Cost Function: The cost of each country can be built 
according to the specific problem. The cost function is to 
evaluate condition of each solution. In this case, we use Cm to 
evaluate each solution Where, Cm is the cost of county m. Each  
cost of county can be calculated by:  
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Assimilating Operator: The original version of Imperialist 
competitive algorithm operates on real values. But QAP 
problem is a discrete problem. So we use new assimilating and 
revolution operator which are suitable for the problem. An 
example of this operator is shown in figure 4. This operator is 
as below: 

1) Choose some cells (about 50% of cells) randomly in 
imperialist array (cells {1, 6, 2, 8 and 7}) 

2) Copy selected cells into new_colony array. 

 3) Scan whole of colony array from first to end. If there is 
any cell which is not in new_colony, copy it in to first empty 
cell (cells {5, 10, 3, 4 and 9}). 

 
Figure 4.  An example of Assimilating Operator for QAP problem 

Revolution operator: For revolution operator, we choose 
two different cells randomly in colony array and then exchange 
them. This operator is illustrated in figure 5. 

 
Figure 5.  An example of Revolution Operator for QAP problem 

IV. EXPERIMENTAL RESULTS 
In this section the results of the implementation of the new 

algorithm is described. Experimental results and analysis are 

divided into two sections. First, in section A, we evaluate the 
effect of parameters on ICA algorithm. 

In section B, we present the computational results of the 
ICA algorithm when applied to some instances of the QAPLIB 
compiled by Burkard et al. [23]. These groups can be 
downloaded from http://www.seas.upenn.edu/qaplib. Our 
algorithm was programmed in the C#.Net 2010 programming 
language and was implemented on a Intel Core Due 2000 G. 
HZ computer.  
A. Evaluate the effect of parameters on ICA algorithm 

It is clear that the performance of the approximated 
algorithms is affected by parameter tuning. So, at first we do 
tuning process, to obtain good values for the key parameters. 

We used bur26f instance of QAPLIB to test the effect of 
ICA parameters. This instance contains 26 facilities. we use it 
and increase the number of iterations of algorithm ranging 
from 100 to 500. The experiment produces Figure 6. The first 
point which is showed that increasing the number of iterations 
generates solutions with low cost. The Second notification 
focuses on parameter tuning. As shown in the figure, the cost 
decreased rapidly up to 300 iterations. After that there is small 
decrease of the cost. So, to balance the quality of the results 
and the running time, we set the maximum number of 
iterations to be 300 for following experiments. 

 

 

Figure 6.  The impact of increasing the ICA’s number of iterations on 
generated solution 

To test the effect of the population size (the number of 
countries) we use ICA and select number of countries from the 
set {50, 80, 100, 120 and 150}. The figure 7 shows the results. 

 

Figure 7.  The impact of increasing the ICA’s number of countries on 
generated solution. 
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As you see increasing the number of countries makes to 
generate solutions with low cost. Second notification is the cost 
decreased rapidly for up to 120 countries. So we’ve used 120 in 
our experiments. 

B. Performance of Algorithm 
 

We compared our Algorithm with simulated annealing 
method and a kind of genetic algorithm is called GA_OB. A set 
of test cases with different size are used. Results are shown in 
table1. In table 1, the first column contains the QAP instance 
and second contains the size of problem. The third column 
contains the Best-Known Solution (BKS). The Solution and 
gap Column are respectively the solutions produced by each 
algorithm and the deviation in percentage from BKS. 

TABLE I.  PERFORMANCE COMPARISON ACCORDING TO PROBLEM SIZE 

 
We find out the results obtained by new approach is better 

than other two approach. So, it generates solutions which have 
low cost. In most cases the results are as same as BKS. So we 
can use ICA approach as an effective method to solve the QAP 
problem. 

V. CONCLUSIONS 
The quadratic assignment problem is a very difficult 
combinatorial optimization problem. In order to obtain 
satisfactory results in a reasonable time, heuristic algorithms 
are to be applied. In this paper, we developed a newly 
developed algorithm which is called ICA for solving QAP and 
presented computational results of the algorithm on a set of 
standard problem instances in literature. This algorithm is a 
meta heuristic approach which is inspired by imperialistic 
competition. 

By comparison the result produced by ICA with the result 
produced by SA and GA, we find that ICA do better and find 
the solutions have low cost. These results are as same as Best-
Known Solutions. So this results shows the ICA is an effective 
algorithm to solve the Quadratic Assignment Problem. 
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