Control chart pattern recognition using K-MICA clustering and neural networks
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ABSTRACT

Automatic recognition of abnormal patterns in control charts has seen increasing demands nowadays in manufacturing processes. This paper presents a novel hybrid intelligent method (HIM) for recognition of the common types of control chart pattern (CCP). The proposed method includes two main modules: a clustering module and a classifier module. In the clustering module, the input data is first clustered by a new technique. This technique is a suitable combination of the modified imperialist competitive algorithm (MICA) and the K-means algorithm. Then the Euclidean distance of each pattern is computed from the determined clusters. The classifier module determines the membership of the patterns using the computed distance. In this module, several neural networks, such as the multilayer perceptron, probabilistic neural networks, and the radial basis function neural networks, are investigated. Using the experimental study, we choose the best classifier in order to recognize the CCPs. Simulation results show that a high recognition accuracy, about 99.65%, is achieved.

© 2011 ISA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Control chart patterns (CCPs) are important statistical process control tools for determining whether a process is run in its intended mode or in the presence of unnatural patterns. CCPs can exhibit six types of pattern: normal (NR), cyclic (CC), increasing trend (IT), decreasing trend (DT), upward shift (US), and downward shift (DS) [1]. Except for normal patterns, all other patterns indicate that the process being monitored is not functioning correctly and requires adjustment. Fig. 1 shows six pattern types of control chart.

Over the years, numerous supplementary rules known as zone tests or run tests [2] have been proposed to analyze control charts. Interpretation of the process data still remains difficult because it involves pattern recognition tasks. It often relies on the skill and experience of the quality control personnel to identify the existence of an unnatural pattern in the process. An efficient automated control chart pattern (CCP) recognition system can compensate this gap and ensure consistent and unbiased interpretation of CCPs, leading to a smaller number of false alarms and better implementation of control charts. With this aim, several approaches have been proposed for CCP recognition. Some of the researchers have used expert systems [2], the fuzzy-clustering method [3] and decision tree (DT) based classifiers [4]. Other researchers have used artificial neural networks (ANNs) for recognition of CCPs [5–15]. ANNs can be simply classified into two main categories: supervised ANNs and unsupervised ANNs. A literature review shows that the techniques that use supervised neural networks as the classifier have higher performances. The advantage with a neural network is that it does not require the provision of explicit rules or templates. Most existing techniques use unprocessed data as the inputs of the CCP recognition system. The use of unprocessed CCP data has many additional problems, such as the amount of data to be processed being large. On the other hand, the approaches which use features are more flexible to deal with a complex process problem, especially when no prior information is available. If the features represent the characteristic of patterns explicitly, and if their components are reproducible with the process conditions, the classifier recognition accuracy will increase [15]. Further, if the feature is amenable to reasoning, it will help in understanding how a particular decision was made, and this makes the recognition process a transparent process. Features could be obtained in various forms, including principal component analysis shape features [11,13], correlation between the input and various reference vectors [16], and statistical correlation coefficients [17].

This paper presents a novel hybrid intelligent method (HIM) for recognition of the common types of control chart pattern. The proposed method includes two main modules: a clustering module and a classifier module. In the clustering module, the input data is first clustered by a new technique. This technique is a suitable combination of the modified imperialist competitive algorithm (MICA) and the K-means algorithm. Then the Euclidean distance of each pattern is computed from the determined clusters. It is used as the characteristic feature. The classifier module determines the membership of the patterns using the computed distance.

The rest of paper is organized as follows. Section 2 explains the general scheme of the proposed method. Sections 3 and 4...
describe the main parts of the proposed method, i.e., the clustering technique and classifier module, respectively. Section 5 shows some simulation results, and Section 6 concludes the paper.

2. General structure of the proposed method

The proposed method includes two main modules: a clustering module and a classifier module. Fig. 2 shows the general scheme of this method. In the clustering module, the input data is first clustered by a new technique. This technique is a suitable combination of the modified imperialist competitive algorithm (MICA) and the K-means algorithm. It is named the K-MICA clustering technique. Then the Euclidean distance of each pattern is computed from the determined clusters. It is used as the characteristic feature. It is obvious that the Euclidean distance of each signal from its own cluster center is smaller than the value of Euclidean distance of that signal from other cluster centers. Subsequently, each signal is shown as a $1 \times 6$ vector, in which one of the rows has a small value and the remaining rows have a large value. Application of this approach causes the dimension of the classifier to be decreased. Also, we have a more efficient feature that is better than the raw data. The classifier module determines the membership of the patterns using the computed distance. The following sections present the main modules.

3. K-MICA clustering technique

Clustering is an important problem that must often be solved as a part of more complicated tasks in pattern recognition, image analysis, and other fields of science and engineering. Clustering procedures partition a set of objects into clusters such that objects in the same cluster are more similar to each other than objects in different clusters, according to some predefined criteria. In this section, the applied clustering algorithm is described.

3.1. K-means

K-means is one of the simplest unsupervised learning algorithms. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters (assume $K$ clusters) fixed a priori. The main idea is to determine the $K$ centroids. These centroids should be placed in a cunning way, as different locations cause different results. So, the best choice is to place them as far away from each other as possible. The next step is to take each point referring to a given data set and associate it to the nearest centroid. When no point remains, the first step is completed, and an early grouping is done. At this point, we need to recalculate the $K$ new centroids as centers of the clusters resulting from the previous step. After we have these $K$ new centroids, a new binding has to be done between the same data set points and the nearest new centroid. A loop has been generated. As a result of this loop, we may notice that the $K$ centroids change their location step by step until no more changes are made. In other words, the centroids do not move any further. Finally, the goal of this algorithm is to minimize an objective function, which in this case is a squared error function \cite{18,19}. The objective function has been calculated as follows:

$$\cos t(X) = \sum_{i=1}^{N} \min_{j=1,2,3,...,K} \{||Y_i - X_j||\} \quad j = 1, 2, 3, \ldots, k$$

(1)

where $||Y_i - X_j||$ is a chosen distance measurement between a data input $Y_i$ and the cluster center $X_j$. $N$ and $K$ are the number of input data and the number of cluster centers, respectively.

The algorithm is composed of the following steps.

1. Place the $K$ points into the space represented by the objects that are clustered. These points represent initial group centroids.
2. Assign each object to the group that has the closest centroid.
3. When all objects have been assigned, recalculate the positions of the $K$ centroids.
4. Repeat Steps 2 and 3 until the centroids are immobilized.

Although it can be proved that the procedure will always terminate, the $k$-means algorithm does not necessarily find the most optimal configuration, corresponding to the global objective function minimum. The algorithm is also significantly sensitive to the initial randomly selected cluster centres. The $k$-means algorithm can be run multiple times to reduce this effect.

3.2. The imperialist competitive algorithm (ICA)

The imperialist competitive algorithm (ICA) is a population-based stochastic search algorithm. It was introduced by Atashpaz and Lucas \cite{20,21}. Since then, it has been used to solve some
The initial population for each empire should be generated randomly.
Step 2: Move the colonies toward their relevant imperialist.
Step 3: Exchange the position of a colony and the imperialist if its cost is lower.
Step 4: Compute the objective function of all empires.
Step 5: Pick the weakest colony and give it to one of the best empires.
Step 6: Eliminate the powerless empires.
Step 7: If there is just one empire, stop; if not, go to 2.

The last imperialist is the solution of the problem.

3.3. Modified ICA (MICA)

In order to improve the convergence velocity and accuracy of the ICA, [23] recommends a modified imperialist competitive algorithm (MICA). Premature convergence may occur under different situations: the population converges to local optima of the objective function or the search algorithm proceeds slowly or does not proceed at all. In [23], a new mutation operator is proposed. Mutation is a powerful strategy which diversifies the ICA population and improves the ICA’s performance by preventing premature convergence to local minima. During the assimilation policy, each colony (X) moves toward its relevant imperialist by a unit, where the initial distance between them is S. The new position of each colony would be X_{move,j}^{t+1} (t is the iteration number):

\[ X_{move,j}^{t+1} = X_j^t + \alpha \]

where \( X_j^t \) and \( X_{move,j}^{t+1} \) are the jth colony of each empire. After this movement for each colony X, a mutant colony \( X_{mut,j}^{t+1} \) is generated as follows:

\[ X_{mut,j}^{t+1} = X_{new}^{t+1} \times \text{rand}(.) \times (X_{new}^{t+1} - X_{new}^{t+1}) \]

Then the selected colony would be

\[ X_{new,j}^{t+1} = \begin{cases} X_{new,j}^{t+1} & \text{if } \gamma < \text{rand}(.) < \gamma \text{ otherwise,} \\ X_{move,j}^{t+1} & \text{otherwise.} \end{cases} \]

where \( \text{rand}(.) \) is a random number between 0 and 1, and \( \gamma \) is a number less than 1. \( m_1, m_2, m_3 \) are three individuals which are selected from initial colonies randomly. In order to cover the entire colonies uniformly, it is better to select them as \( m_1 \neq m_2 \neq m_3 \neq j \). \( k \) is the number of clusters, and the dimension of each cluster center will be d. To choose the best colony between \( X_{move,j}^{t+1} \) and \( X_{new,j}^{t+1} \) to replace the jth colony (\( X_j \)), an objective function is used:

\[ X_j^{t+1} = \begin{cases} X_{move,j}^{t+1} \text{ if } \text{cost}(X_{move,j}^{t+1}) \leq \text{cost}(X_{new,j}^{t+1}) \text{ otherwise.} \end{cases} \]

3.4. Hybrid K-MICA

As mentioned before, K-means is used for its ease and simplicity for applications. However, it has some drawbacks. First, its result may depend on the initial values. Also, it may converge to a local minimum. Recently, numerous ideas have been used to alleviate this drawback by using global optimization algorithms such as the genetic algorithm (GA) [24], hybrid PSO-SA [25], hybrid PSO-ACO-K [26], and HBMO [27]. In this study, we used a method that was given in [23], called the hybrid K-MICA. According to the original ICA, first a primary population is generated and then empires with

kinds of optimization problem. The algorithm is inspired by imperialistic competition. It attempts to present the social policy of imperialisms to control more countries and use their sources when colonies are dominated by some rules. If one empire loses its power, the others will compete to take possession of it. In the ICA, this process is simulated by individuals that are known as countries.

This algorithm starts with a randomly initial population and objective function which is computed for them. The most powerful countries are selected as imperialists and the others are colonies of these imperialists. Then a competition between imperialists takes place to get more colonies. The best imperialist has more chance to possess more colonies. Then one imperialist with its colonies makes an empire. Fig. 3 shows the initial populations of each empire [20–22]. If the empire is bigger, its colonies are greater and the weaker ones are less. In this figure, Imperialist 1 is the most powerful and has the greatest number of colonies.

After dividing the colonies between the imperialists, these colonies approach their related imperialist countries. Fig. 4 represents this movement. Based on this concept, each colony moves toward the imperialist by \( \alpha \) units and reaches its new position.

\[ \alpha \approx U(0, \beta \times S) \]

where \( \alpha \) is a random variable with uniform (or any proper) distribution; \( \beta \), a number greater than 1, causes colonies move toward their imperialists from different direction, and S is the distance between the colony and imperialist.

If after this movement one of the colonies possess more power than its relevant imperialist, they will exchange their positions. To begin the competition between empires, the total objective function of each empire should be calculated. It depends on the objective function of both the imperialist and its colonies. Then the competition starts: the weakest empire loses its possessions and powerful empires try to gain them. An empire that has lost all its colonies will collapse. Finally, the most powerful empire will take possession of other empires, and it wins the competition.

To apply the ICA for clustering, the following steps have to be taken [22].

![Fig. 3. Generating the initial empire.](image)

![Fig. 4. Moving colonies toward their relevant imperialist.](image)
Begin
Generate an initial population randomly
Calculate the objective function for the initial population
Sort the initial population based on the objective function values
Select the imperialist states
Divide colonies among imperialist
Use K-means algorithm for each empire
do{
Place one colony as an initial K centroids object that are clustered.
do{
Assign each object to the group that has the closest centroid
Recalculate the positions of the K centroids
} while (the centroids no longer move)
do{
while (all colonies selected)
do{
Select the ith empire
} while (all colonies selected)
Sort all colonies of ith empire based on their cost functions
Calculate cost of all colonies in each empire
if there is a colony which has a lower cost than its imperialist exchange the position of the colony and the imperialist
end if
Update the position of the ith empire
} while (all empires selected)
calculate total cost of empires
find the weakest empire
Give one of its colony to the winner empire
Check the number of colony in each empire
if there is an empire without colony
Remove empire and give its imperialist to the best empire
End if
Search around the global solution by CLS
One country selected randomly is replaced with the best solution among them
} while (there is more than one empire)
End

Fig. 5. Pseudo-code of the K-MICA algorithm.

their possessions appear. Applying K-means to each empire causes us to improve the initial population of colonies. It makes the hybrid algorithm converge more quickly and prevents it from falling into local optima. The outputs of K-means form the initial empires of the modified ICA.

To improve the outcome of the algorithm, it is better that a powerless imperialist is not removed when it loses all possessions. This imperialist is one of the best answers, and it can contribute in imperialistic competition as a weak colony or as one to be given to a powerful empire. The pseudo-code of this algorithm is shown in Fig. 5.

To apply the ICA for clustering, the following steps have to be taken [23].

Step 1: Generate an initial population.
An initial population of input data is generated by chaos initialization as follows:

\[
\text{Population} = \begin{bmatrix}
X_1 \\
X_2 \\
\cdots \\
X_{\text{initial}}
\end{bmatrix}
\]

\[
X_i = \text{Country}_i = [\text{center}_1, \text{center}_2, \ldots, \text{center}_k]
\]

\[
i = 1, 2, \ldots, N_{\text{initial}}
\]

\[
X_i = [x_{i1}, x_{i2}, \ldots, x_{ik}],
\]

\[
j = 1, 2, \ldots, k
\]

\[
H = k \times d
\]

\[
X_0 = [X_0^1, X_0^2, \ldots, X_0^H]
\]

\[
x_0 = \text{rand}() \times (x_{\text{max}} - x_{\text{min}}) + x_{\text{min}},
\]

\[
j = 1, 2, \ldots, H
\]

\[
X_i = [x_i^1, x_i^2, \ldots, x_i^H].
\]

\[
i = 1, 2, \ldots, N_{\text{initial}}
\]

\[
X_j^i < x_j < X_j^i
\]

where \(\text{center}_j\) is the jth cluster center for the ith country. \(X_i\) is one of the countries. \(N_{\text{initial}}\) is the population number and \(d\) is the dimension of each cluster center. \(x_{\text{max}}^j\) and \(x_{\text{min}}^j\) (each feature of center) are the maximum and minimum value of each point referring to the jth cluster center, which are in order. \(k\) is the number of clusters. \(H\) is the number of state variables. \(X_0\) is an initial solution.

Step 2: Calculate the objective function value.
Suppose that we have \(N\) sample feature vectors. The objective function is evaluated for each country as follows:

\[
\text{Step 2-1: } i = 1 \text{ and Objec} = 0.
\]

\[
\text{Step 2-2: select the ith sample.}
\]

\[
\text{Step 2-3: calculate the distances between the ith sample and center}(i = 1, 2, \ldots, K).
\]

\[
\text{Step 2-4: add the value of Objec with the minimum distance calculated in Step 2-3.}
\]

\[
(\text{Objec} = \text{Objec} + \min(|\text{center}_i - Y_m|, i = 1, 2, \ldots, K)).
\]

\[
\text{Step 2-5: if all samples have been selected, go to the next step, otherwise } i = i + 1 \text{ and return to step 2-2.}
\]

\[
\text{Step 2-6: cost}(X) = \text{Objec}.
\]

The objective function is calculated mathematically as below:

\[
\text{cost}(X) = \sum_{m=1}^{N} \min(|\text{center}_i - Y_m|, i = 1, 2, \ldots, K).
\]

Step 3: Sort the initial population based on the objective function values.
The initial population is increased based on the value of the objective function.

Step 4: Select the imperialist states.
Countries that have the minimum objective function are selected as the imperialist states and the remaining ones form the colonies of these imperialists.

Step 5: Divide the colonies among the imperialists.
Based on the power of each imperialist the colonies are divided among them. The power of each imperialist is calculated as follows.

\[
C_n = \max \{\text{cost}\} - \text{cost}_n
\]

\[
P_n = \frac{C_n}{\sum_{i=1}^{N_{\text{imp}}} C_i}
\]

\[
C_n^{\text{norm}} = \text{round}(P_n(N_{\text{col}})).
\]

In the above equations, cost\(_n\) is the cost of the nth imperialist and \(C_n\) the normalized cost of each one. The normalized power of each imperialist is introduced as \(P_n\); then the initial number of colonies for each empire will be \(N_{\text{col}}\), where \(N_{\text{col}}\) and \(N_{\text{imp}}\) are the total numbers of colonies and imperialists.

Step 6: Use the K-means algorithm for each empire.

Step 7: Move colonies toward their imperialist states as described in Section 3.
Step 8: Use mutation to change the direction of colonies. This is mentioned in modified ICA.

Step 9: Check the cost of all colonies in each empire.
During the previous steps, the cost of each colony might have changed. Check the cost of all colonies of an empire. If there is one that has a lower cost than its relevant imperialist, exchange their positions.

Step 10: Check the total cost of each empire.
The cost of each empire depends on the power of both the imperialist and its colonies. It is calculated as follows:
\[ T_{C_n} = \text{cost( imperialist } n \text{ )} + \xi \text{ mean } \{ \text{cost( colonies of empire } n \text{ )} \}. \] (12)

\( T_{C_n} \) is the total cost of the nth empire, and \( \xi \) is an attenuation coefficient between 0 and 1 to reduce the effect of the cost of the colonies.

Step 11: Perform an imperialistic competition.
All empires, according to their power (total cost), try to get the colonies of the weakest empire.
\[ T_{C_n}^{\text{norm}} = \max \{ T_{C_i} \} - T_{C_n} \] (13)
\[ P_{R_n} = \frac{T_{C_n}^{\text{norm}}}{\sum_{i=1}^{N_{\text{emp}}} T_{C_i}^{\text{norm}}} \] (14)

where \( T_{C_n}^{\text{norm}} \) is the normalized total cost of the nth empire and the possession probability of each empire is \( P_{R_n} \).

A roulette wheel can be used for stochastic selection of the winning empire which will dominate the weakest colony of the weakest empire. To perform the roulette wheel algorithm, it is necessary to calculate the cumulative probability as follows:
\[ C_{P_n} = \sum_{i=1}^{n} P_{R_i}. \]

According to this equation, the cumulative probability for \( n = 1 \) is equal to its probability, while for the last \( n \) it corresponds to 1.

Then a random number with uniform distribution is generated and compared with all \( C_{P_n} \).

Each sector with higher probability will have more chance to be chosen. Therefore the winner empire will specify.
As mentioned, to use the roulette wheel algorithm, computing the cumulative distribution function is essential. To reduce this time-consuming step an approach has been presented as follows:
\[ P = \{ P_{R_1}, P_{R_2}, \ldots, P_{R_{N_{\text{emp}}}} \} \] (15)
\[ R = \{ r_1, r_2, \ldots, r_{N_{\text{emp}}} \} \quad r_1, r_2, \ldots, r_{N_{\text{emp}}} \approx U(0, 1) \] (16)
\[ D = P - R = \{ D_{1}, D_{2}, \ldots, D_{N_{\text{emp}}} \} \]
\[ = \{ P_{R_1} - r_1, P_{R_2} - r_2, \ldots, P_{R_{N_{\text{emp}}}} - r_{N_{\text{emp}}} \}, \] (17)
where \( P \) is the vector of possession probability of all empires and \( R \) is a vector with uniformly distributed random numbers. The maximum index in \( D \) shows the winner empire that gets the colony.

After realizing the winner empire, the weakest colony of the weakest empire will be given to the winner empire. Then we should subtract one of the populations of this weak empire and add one to the winner’s population.

Step 12: Remove the weakest empire.
If there is any empire without a colony, eliminate it. Replace one of the weakest colonies of the best empire (low cost) with this imperialist.

Step 13: Apply chaotic local search (CLS) to search around the global solution. The ICA has gained much attention and widespread applications in different fields. However, it often converges to local optima. In order to avoid this shortcoming, a CLS algorithm is used to search around the global solution in this study. CLS is based on the logistic equation as follows:
\[ C_{x_i} = [C_{x_1}^i, C_{x_2}^i, \ldots, C_{x_{N_{\text{chaos}}}}^i] \quad i = 0, 1, 2, \ldots, N_{\text{chaos}} \] (18)
\[ C_{x_{i+1}}^j = 4 \times C_{x_i}^j \times (1 - C_{x_i}^j), \quad j = 1, 2, \ldots, H \]
\[ C_{x_0}^j = \text{rand}(.) \]
\[ C_{x_i}^j \in [0, 1] \quad C_{x_0}^j \not\in (0.25, 0.5, 0.75). \]

In the CLS, the best solution is considered as an initial solution \( X_{0}^{c_{x}} \) for the CLS. \( X_{0}^{c_{x}} \) is scaled into \([0, 1]\) according to the following equation:
\[ X_{0}^{c_{x}} = \left[ X_{0}^{c_{x}, 0}, X_{0}^{c_{x}, 1}, \ldots, X_{0}^{c_{x}, H} \right] \] (19)
\[ C_{x} = [C_{x_0}^1, C_{x_0}^2, \ldots, C_{x_0}^H] \]
\[ C_{x_0}^j = \frac{X_{0}^{c_{x}, 0} - X_{\min}^j}{X_{\max}^j - X_{\min}^j}, \quad j = 1, 2, \ldots, H. \]
The chaos population for CLS is generated as follows:
\[ X_{c_{x}, i}^{j} = [X_{c_{x}, i}^{1, 0}, X_{c_{x}, i}^{1, 1}, \ldots, X_{c_{x}, i}^{1, H}] \quad i = 1, 2, \ldots, N_{\text{chaos}} \] (20)
\[ X_{c_{x}, i}^{j} = C_{x_{i-1}}^j \times (X_{\max}^j - X_{\min}^j) + X_{\min}^j, \quad j = 1, 2, \ldots, H \]
where \( c_{x} \) indicates the jth chaotic variable, and \( N_{\text{chaos}} \) is the number of individuals for th CLS. \( \text{rand}(.) \) is a random number between 0 and 1.
The objective function is evaluated for all individuals of the CLS. One country selected randomly is replaced with the best solution among them.

Step 14: Check the number of empires.
If there is just one empire remaining, stop. Else go to step 7.

4. Classifiers
This section briefly describes the neural network classifiers.

4.1. Multi-layer perceptron (MLP) neural networks
An MLP neural network consists of an input layer (of source nodes), one or more hidden layers (of computing nodes), and an output layer. The recognition basically consists of two phases: training and testing. In the training stage, weights are calculated according to the chosen learning algorithm. The issue of the learning algorithm and its speed is very important for the MLP model. In this study, the following learning algorithms are considered.

4.1.1. Back-propagation with momentum (BP with momentum) algorithm
The BP algorithm makes use of gradient descent with a momentum term to smooth out oscillation [28]. Eq. (21) gives the weight update for BP with momentum:
\[ \Delta W_{ij}(t + 1) = -\varepsilon \frac{\delta E}{\delta W_{ij}}(t) + \mu \frac{\delta E}{\delta W_{ij}}(t - 1), \] (21)
where \( w_{ij} \) represents the weight value from neuron \( j \) to neuron \( i \), \( \varepsilon \) is the learning rate parameter, and \( E \) represents the error function. It adds an extra momentum parameter, \( \mu \), to the weight changes.
4.1.2. Resilient back-propagation (RPROP) algorithm

The RPROP algorithm considers the sign of derivatives as the indication for the direction of the weight update [29]. In doing so, the size of the partial derivative does not influence the weight step. The following equation shows the adaptation of the update values of \( \Delta_{ij} \) (weight changes) for the RPROP algorithm. For initialization, all set to small positive values:

\[
\Delta_{ij}(t) = \begin{cases} 
\eta^+ \times \Delta_{ij}(t-1); & \text{if } \frac{\delta E}{\delta W_{ij}}(t-1) \frac{\delta E}{\delta W_{ij}}(t) > 0 \\
\eta^- \times \Delta_{ij}(t-1); & \text{if } \frac{\delta E}{\delta W_{ij}}(t-1) \frac{\delta E}{\delta W_{ij}}(t) < 0 \\
\eta^0 \times \Delta_{ij}(t-1); & \text{otherwise},
\end{cases}
\]

where \( \eta^0 = 0, 0 < \eta^- < 1 < \eta^+ \). These \( \eta^- \) and \( \eta^+ \) are known as the update factors. Whenever the derivative of the corresponding weight changes its sign, this implies that the previous update value is too large and it has skipped a minimum. Therefore, the update value is then reduced \( (\eta^-) \), as shown above. However, if the derivative retains its sign, the update value is increased \( (\eta^+) \). This will help to accelerate convergence in shallow areas. To avoid over-acceleration, in the epoch following the application of \( (\eta^-) \), the new update value is neither increased nor decreased \( (\eta^0) \) from the previous one. Note that the values of \( \Delta_{ij} \) remain non-negative in every epoch. This update value adaptation process is then followed by the actual weight update process, which is governed by the following equations:

\[
\Delta W_{ij}(t) = \begin{cases} 
-\Delta_{ij}; & \text{if } \frac{\delta E}{\delta W_{ij}}(t) > 0 \\
+\Delta_{ij}; & \text{if } \frac{\delta E}{\delta W_{ij}}(t) < 0 \\
0; & \text{otherwise.}
\end{cases}
\]

The values of the training parameters adopted for the algorithms were determined empirically. They were \( \eta^- = .05 \), \( \eta^+ = 1.2 \).

4.2. Radial basis function neural networks (RBFNNs)

RBF neural networks with their structural simplicity and training efficiency are a good candidate to perform a nonlinear mapping between the input and the output vector space. The RBFNN is fully connected feed forward structure and it consists of three layers, namely, an input layer, a single layer of nonlinear processing units, and an output layer. The input layer is composed of input nodes that are equal to the dimension of the input vector \( x \). The output of the \( j \)th hidden neuron with Gaussian transfer function can be calculated as

\[
h_j = \exp(-\|x - c_j\|^2/\sigma^2),
\]

where \( h_j \) is the output of the \( j \)th neuron, \( x \in \mathbb{R}^{n \times 1} \) is an input vector, \( c_j \in \mathbb{R}^{n \times 1} \) is the \( j \)th RBF center, \( \sigma \) is the center spread parameter, which controls the width of the RBF, and \( \| \cdot \|^2 \) represent the Euclidean norm. The output of any neuron at the output layer of the RBF network is calculated as

\[
y_i = \sum_{j=1}^{k} w_{ij} h_j,
\]

where \( w_{ij} \) is the weight connecting hidden neuron \( j \) to output neuron \( i \) and \( k \) is the number of hidden layer neurons.

4.3. Probabilistic neural networks (PNNs)

A probabilistic neural network (PNN) is a kind of radial basis network suitable for classification problems. PNNs have three layers: input, pattern, and summation. The input layer has as many elements as there are individual parameters needed to describe the samples to be classified [30]. The pattern layer organizes the training set in such a way that an individual processing element represents each input vector. The pattern units in the probabilistic network are used to store pattern examples, taken directly from the training data. The entire set of training data is used, and so the number of units in the first hidden layer is set equal to the number of training cases. The summation layer has as many processing elements as there are classes to be recognized, and simply collects the outputs from all hidden neurons of each respective class. The products of the summation layer are forwarded to the output (one neuron for each data class), where the estimated probability of the new pattern being a member of that data class is computed. The transfer function is a radial basis function for the first layer and is a competitive function for the second layer. Only the first layer has biases. Training of the probabilistic neural network is much easier than with back-propagation. It can be simply finished by setting the weights of the network using the training set. The outputs of summary layer are binary values. If \( y_i \) is larger than input of other neurons (which means that this input pattern belongs to class \( i \), \( y_i \) is set to 1, otherwise it is set to zero.

5. Simulation results

In this section, the performance of the proposed recognizer is evaluated. For this purpose, we have used practical and real-world data [31]. This dataset contains 600 examples of control charts. For this study, we have used 60% of the data for training the classifier and the rest for testing. The easiest way to assess the performance rate is to choose a test set independent of the training set and validation set to classify its examples, count the examples that have been correctly classified, and divide by the size of the test set. The proportion of test-set examples that are classified correctly to the total samples estimates the performance of the recognizer for each pattern. In order to obtain the recognition accuracy (RA) of system, one needs to compute the average value of the performances of the CCPs.

We apply the K-MICA for finding the optimum cluster centers. The parameters of the clustering algorithm used in this study are shown in Table 1. These values were selected for the best performance after several experiments.

As an example, patterns’ Euclidean distance of signals from cluster center 2 (normal pattern) is shown in Fig. 6. The horizontal axis shows the number of signals and the vertical axis shows the Euclidean distance of signals from cluster center 2. As shown in the figure, the normal pattern signals have smaller values due to other signals.
The training parameters and the configuration of the MLP used in this study are shown in Table 2. The MLP classifiers were tested with various neurons for a single hidden layer, and the best networks were selected. For the PNN and RBFNN, a Gaussian activation function and a single hidden layer with 360 neurons were considered. These values were selected for the best performance after several experiments.

Tables 3 and 4 show the recognition accuracy (RA) of different systems. In these tables, NNHL means the number neurons in the hidden layers. The obtained results are the average of 10 independent runs. As depicted in Table 3, using various neural networks and unprocessed data (raw data), the highest accuracy is 95.33%, which is achieved by the RBF neural network. From Table 4, it can be found that, by using the proposed features as the input of the classifier, the accuracy of the system is increased to 99.65%. This accuracy value is achieved by the MLP neural network with the RP learning algorithm.

A comparison between Tables 3 and 4 shows the efficiency of the proposed feature. As can be recognized from these tables, the accuracy of MLP (RP), MLP (momentum), the PNN, and the RBF neural network, are increased to 99.65%, 99.23%, 99.53%, 96.42%, respectively, which shows the significant role of the feature in classifier performance.

In order to indicate the details of the recognition for each pattern, the confusion matrix of the recognizer without optimization is shown in Table 5. As we know, the values in the diagonal of the confusion matrix show the correct performance of the recognizer for each pattern. In other words, these values show how many of considered patterns are recognized correctly by the system. The other values show the mistakes of the system. For example, look at the third row of this matrix. The value of 97.90% shows the percentage of correct recognition of upward trend patterns and the value of 2.10% shows that this type of pattern is wrongly recognized as upward shift patterns. In order to obtain the recognition accuracy (RA) of the system, it is needed to compute the average value that will be appeared in the diagonal of the confusion matrix.
5.2. Performance comparison of different clustering algorithms

The performance of the classifiers has been compared with different clustering algorithms. For this purpose, fuzzy C-mean clustering [32,33], K-mean clustering [18,19], and genetic algorithm clustering [34] are considered. Table 6 shows the RA of different systems. From Tables 4 and 6, it can be seen that the K-MICA clustering based system achieves higher recognition accuracy, 99.65%.

5.3. Effects of the K-MICA parameters on the performance of the method

In this subsection, we report the sensitivity of the recognition system with respect to $N_{imp}$, $N_{pop}$, $\beta$, and $\gamma$, which control the behavior, and thus the goodness of the K-MICA search process. The results obtained for 10 sets of parameters are shown in Table 7. To investigate the influence of the parameters in each case, the neural network is tested 10 times independently with various numbers of neurons in the hidden layer. The average of the best obtained value is given in the table. It illustrates that this hybrid system has a little dependency on variation of the parameters.

5.4. Comparison of the proposed method (HIM) with other methods in the literature

Several researchers in the past have addressed arrhythmia detection and the classification problem using the CCP signals directly or by analyzing the pattern rate variability signal. Direct comparison with other works is difficult for control chart pattern recognition problems. This is mainly because of the fact that there is no single unified data set available. A different setup of patterns (for example, the number of training and testing samples and the number of patterns) will lead to different performance. Besides, there are many different kinds of benchmarking system used for system quality. This causes difficulties for direct numerical comparison. Table 8 compares the different methods in case of: the recognition accuracy, the used classifier and the used inputs.

As for neural network-based CCP recognizers, Le et al. [5] introduced a new ANN model, and their numerical simulations showed that this model has a recognition accuracy of about 97.46% for recognition of six types of CCP. Pham and Oztemel [6] reported a generalization rate of 94.30%. Cheng and Ma [7] have gained recognition accuracy (RA) of about 95.58%. However, the performance for lower patterns is reported to be less than 90%. The proposed method in [8] reached a RA of about 93.73% of classification accuracy for recognition of six types of CCP. In [9], the authors used an LVQ neural network and achieved an RA of about 97.70%. In [35], Guh and Tannock proposed a sequential pattern analysis method and reported a classification rate of about 96.38%. Compared to these papers, an effective system is proposed in the current work which provides a better accuracy over a wider range of different types of CCP (six different classes).

6. Conclusion

Accurate recognition of control chart patterns (CCPs) is very important for producing high-quality products. This study investigated the design of an accurate system for automatic recognition of CCPs. Here the usage of the Euclidean distance of the patterns from the cluster centers is proposed as the efficient features. For extraction of these features we have used a combination of the $K$-means algorithm and modified imperialist competitive algorithm (MICA). This algorithm is named as K-MICA. The extracted features are applied to the different types of the neural networks. Simulations result show that the MLP neural network with RP learning algorithm has the highest rate of the recognition accuracy (RA). This RA is about 99.65%.
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