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Implementation of mixed-model U-shaped assembly lines (MMUL) is emerging and thriving in modern
manufacturing systems owing to adaptation to changes in market demand and application of just-in-time
production principles. In this study, the line balancing and model sequencing (MS) problems in MMUL are
considered simultaneously, which results in the NP-hard mixed-model U-line balancing and sequencing
(MMUL/BS) problem. A colonial competitive algorithm (CCA) is developed and modified to solve the
MMUL/BS problem. The modified CCA (MCCA) improves performance of original CCA by introducing a
third type of country, independent country, to the population of countries maintained by CCA.
Implementation details of the proposed CCA and MCCA are elaborated using an illustrative example.
Performance of the proposed algorithms is tested on a set of test-bed problems and compared with that of
existing algorithms such as co-evolutionary algorithm, endosymbiotic evolutionary algorithm, simulated
annealing, and genetic algorithm. Computational results and comparisons show that the proposed algorithms
can improve the results obtained by existing algorithms developed for MMUL/BS.

Keywords: mixed-model U-line balancing and sequencing; colonial competitive algorithm; genetic algorithm

1. Introduction

This paper deals with the balancing and sequencing problem in mixed-model U-shaped assembly lines. A typical
assembly line consists of a number of workstations on which work contents of products are performed and a
mechanical material handling system that is responsible for conveying product among stations. To begin with, work
content of a product is divided into some basic portions called tasks that are assigned to existing stations. The
necessary time to perform a task is called task time. All the tasks need to be performed to create a finished product.
A product visits the stations sequentially, and on each station, one or more tasks is performed within a limited
operation time called the cycle time. The product is moved to the next station after the cycle time is reached. An
important issue in the design of an assembly line is assembly-line balancing (ALB). ALB is the act of assigning the
tasks to the stations according to the precedence constraints among tasks to achieve some specific objectives, such as
the minimisation of the number of stations for a given cycle time (type I), the minimisation of the cycle time for a
given number of stations (type II), or the maximisation of the efficiency of the assembly line (type III) (Scholl and
Klein 1999). This paper addresses the ALB problem of type II. This type of problem generally exists when the
number of stations within the organisation is restricted, or no new stations are available. In other words, this type II
problem aims at producing the maximum number of items on the basis of existing stations (Özcan et al. 2010).

The mixed-model U-shaped line (MMUL) studied in this study is characterised by two aspects: mixed-model
production and a U-shaped assembly line. Mixed-model production refers to the strategy that one or more product
types with similar characteristics are produced on the same assembly line. Compared with a single-model assembly
line, mixed-model production could provide more flexibility to adapt to the changes in market demand. On the
other hand, a U-shaped assembly has been widely used in various industries as a consequence of adaptation of Just-
In-Time (JIT) principles. The most distinctive feature that distinguishes the U-line from a straight line is that both
the entrance and the exit of U-line are at the same position. The benefits of U-shaped production line include a
reduced number of workers, increased visibility and communication, and improved capability of adjusting to
changes in external environments (Özcan et al. 2010).
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For the efficient implementation of MMUL, two interrelated problems named line balancing and model
sequencing must be solved simultaneously. Line balancing is the problem of assigning tasks to stations such that
some objectives are optimised. Model sequencing is the problem of determining the production sequence of models.
This paper investigates the mixed-model U-line balancing and sequencing problem (MMUL/BS). MMUL/BS is
more complex than the mixed-model U-line balancing problem that is proved to be NP-Hard (Sparling and
Miltenburg 1998) because model sequencing in MMUL/BS is also to be determined.

To tackle this computationally intractable problem, efficient algorithms that can obtain an optimal or near-
optimal solution in reasonable time are necessary. In this paper, a novel metaheuristic algorithm named a colonial
competitive algorithm (CCA) is employed and modified to address the MMUL/BS problem. CCA is a population-
based algorithm that gets its inspiration from the socio-political process of imperialistic competition. It starts from
an initial population of potential solutions named countries and converges to optimality through assimilation,
imperialistic competition, and revolution. CCA has been applied to solve many combinatorial optimisation
problems successfully. Therefore, we utilise CCA in this paper to address the MMUL/BS problem.

The remainder of the paper is organised as follows. Section 2 presents the literature review about MMUL/BS
problem and the proposed CCA; Section 3 describes the MMUL/BS in detail; implementation details of CCA are
given in Section 4; Section 5 provides the modified CCA; Section 6 shows the computational results; and Section 7
concludes the paper.

2. Literature review

There exist many studies addressing ALB or the assembly sequencing problem. Readers are referred to Ghosh and
Gagnon (1989), Erel and Sarin (1998), Becker and Scholl (2006), and Scholl and Becker (2006) for reviews on these
problems. This paper focuses on the existing studies on the MMUL/BS problem and CCA.

Sparling and Miltenburg (1998) has been widely accepted as the first study to address the mixed-model U-line
balancing (MMUL/B) problem. They proposed an approximate solution algorithm that first transforms the
MMUL/B into a single-model U-line balancing (SMUL/B) problem by calculating the weighted average processing
times and merging each model’s precedence graph into a single precedence graph. Then, the SMUL/B problem is
solved by a SMUL/B-T branch-and-bound algorithm to generate an initial solution that is smoothed by a
smoothing algorithm. The objective is to minimise the absolute deviation of workloads (ADW) among stations.
Kim et al. (2000a) presented a co-evolutionary algorithm (CEA) to solve the balancing and sequencing problems
simultaneously in mixed model assembly lines. Kim et al. (2000b) studied the line balancing and model sequencing
problem in mixed-model U-lines and suggested a co-evolutionary algorithm to solve the two problems at the same
time. They proposed a localised evolution strategy to promote population diversity and search efficiency.
Miltenburg (2002) designed a genetic algorithm (GA) to solve the joint problem of line balancing and model
sequencing in mixed-model, U-shaped, asynchronous assembly lines. Kim et al. (2006) developed an endosymbiotic
evolutionary algorithm (EEA) that extended the cooperative evolutionary algorithm by imitating the natural
evolution process of endosymbionts. EEA was applied to solve the both problems of balancing and sequencing in
MMULs simultaneously. Kara et al. (2007a) proposed a simulated annealing (SA) algorithm to minimise the
number of workstations as well as the ADW among stations in mixed-model U-lines. Kara et al. (2007b) developed
a simulated annealing algorithm to deal with the MMUL/BS problem with multiple objectives, such as ADW across
workstations, part usage rate and cost of setups. Kara (2008) presented a mixed, zero-one, nonlinear mathematical
programming formulation for balancing and sequencing MMULs simultaneously with the objective of reducing
work overload. They suggested a simulated annealing algorithm for this problem. Kara and Tekin (2009) presented
a mixed integer programming formulation for optimal balancing of MMUL and proposed a new heuristic solution
procedure to handle large-scale MMUL balancing problems. Hwang and Katayama (2009) proposed a multi-
decision genetic approach for workload balancing of MMULs. The performance criteria they considered include the
number of workstations and the variation of workload. Özcan et al. (2010) proposed a GA for the MMUL/BS
problem with stochastic task time. Owing to its computationally intractability MMUL/BS, efficient algorithms that
can obtain optimal or near-optimal solutions in reasonable time are necessary. Most of the current studies focus on
utilising GA or SA to solve MMUL/BS; this paper proposes a new approach to address this problem with the
objective of minimising ADW.

CCA is a novel population-based metaheuristic algorithm that gets its inspiration from the socio-political
process of imperialistic competition (Atashpaz-Gargari and Lucas 2007). Initially designed for solving continuous
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optimisation problems, CCA has been modified and applied to address many combinatorial optimisation problems
in various domains. Successful implementations of CCA include PID controller design (Atashpaz-Gargari et al.
2008), Nash equilibrium point achievement (Rajabioun et al. 2008), Stochastic U-shaped line balancing
(Bagher et al. 2010), group scheduling in flexible flow shops (Karimi et al. 2011), integrated product mix-
outsourcing (Nazari-Shirkouhi et al. 2010), dynamic cell formation (Sarayloo and Tavakkoli-Moghaddam 2010),
bi-criteria scheduling of the assembly flow shops (Shokrollahpour et al. 2010), and data clustering (Niknam et al.
2011). In this paper, the CCA is developed and modified to solve the MMUL/BS problem with the objective of
ADW minimisation.

3. Mixed-model U-line balancing and sequencing problem

As discussed above, MMUL is characterised by two aspects: mixed-model production and U-shaped assembly line.
Mixed-model refers to the production type that a set of products (models) Mwith similar production characteristics
are produced on the same assembly line over a specified planning horizon. The demand for each model m(m 2M) is
denoted by Dm. Each model has its own precedence relationships among tasks that can be depicted using a
precedence diagram. All the precedence graphs are then combined into a single precedence diagram. Figure 1 shows
precedence diagrams and task times of three different models (a, b, c) and their combined precedence diagram (d).
Each node represents a task and the arrow connecting two different tasks indicates their precedence relationships.
Each task in the combined precedence diagram has a different task time for a different model. A task time of zero
indicates that this task is not performed by a model. The model sequencing problem considered in this study is based
on the Minimum Part Set (MPS) principle. Let q be the greatest common divisor of Dmðm 2MÞ. An MPS is defined
as d ¼ ðd1, d2, . . . , dMÞ, dm ¼ Dm=q. The demands for all models can be accomplished by repeating the MPS q times.
Then, the length of the model sequence (MS) for one MPS can be calculated as:

L ¼
XM
m¼1

dm: ð1Þ

The type II ALB problem considered in this paper assumes that the number of stations is determined in advance,
and all tasks in the combined precedence diagram are assigned to these stations, which results in a line balance (LB).

Figure 1. Precedence diagrams and task times for three models.

International Journal of Production Research 3

D
ow

nl
oa

de
d 

by
 [

T
ex

as
 A

&
M

 U
ni

ve
rs

ity
 L

ib
ra

ri
es

 a
nd

 y
ou

r 
st

ud
en

t f
ee

s]
 a

t 2
0:

52
 2

8 
M

ar
ch

 2
01

2 



Figure 2 shows the assignment of tasks in Figure 1 on an MMUL with four stations. Assume the MPS to be
d ¼ ð1, 2, 2Þ and the resulting model sequence (MS) to be BCCBA.

In Figure 2, there are two crossover stations ([1] and [3]) and two regular stations ([2] and [4]). The existence of a
crossover station is the most important difference between U-shaped line and straight line. A crossover station can
have tasks located at both the front and the back of the assembly line, while a regular station can only have tasks
located at the front or the back of the line.

After the determination of LB and MS, the objective considered in this paper, ADW, can be calculated. The
following notations are used to describe ADW:

I total number of tasks in the combined precedence diagram (i ¼ 1, 2, . . . , I )
J total number of stations utilised on the MMUL ( j ¼ 1, 2, . . . , J )

tim completion time of task i for model m
Cmin theoretical minimum cycle time: Cmin ¼ ð1=ðJ� LÞÞ

PI
i¼1

PM
m¼1 dmtim

SFj set of tasks in workstation j located on the front of the MMUL
SBj set of tasks in workstation j located on the back of the MMUL
�rj model produced on the front of station j at cycle r
�rj model produced on the back of station j at cycle r

Wjr workload of station j at cycle r

Wjr ¼
X
i2SFj

ti�r
j
þ
X
i2SBj

ti�r
j
j ¼ 1, 2, . . . J; r ¼ 1, 2, . . . ,L: ð2Þ

ADW can be computed as follows:

ADW ¼
XJ
j¼1

XL
r¼1

Wjr � Cmin

�� ��: ð3Þ

4. Colonial competitive algorithm (CCA) for MMULBS

4.1 Schematic workflow of proposed CCA

The Colonial Competitive Algorithm (CCA) is a novel population-based metaheuristic algorithm inspired by the
socio-political process of imperialistic competition. Similar to some other population-based metaheuristic
algorithms, CCA maintains a population of solutions to the problem to be solved throughout the optimisation
process. Cost and power are used to represent the objective value and fitness of each country respectively. Note that

Figure 2. Illustrative MMUL example.
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in the optimisation problem considered in this paper, the power of each country is inversely proportional to its cost
(ADW). The basic CCA algorithm mainly consists of the following four components:

(1) Initial empires construction. Each individual in the population of CCA is called a Country that is generated
either randomly or using some heuristic rules. Countries in the initial population are classified into two
categories based on the objective considered: Imperialist and Colony. To begin with, some best countries are
selected as the imperialists and the rest countries form the colonies. Each colony is then assigned to an
imperialist and an imperialist and all its colonies construct an Empire. The number of population Npop and
the number of imperialists Nimp in the initial population are parameters of CCA.

(2) Assimilation. Assimilation functions in each empire at each iteration of CCA. It refers to the process
that the imperialist in an empire tries to influence all its colonies by making them more similar to itself.
For the optimisation problem considered in this paper, assimilation is accomplished by moving the colony
toward its imperialist using the crossover operator (the concept borrowed from GA) (Shokrollahpouret al.
2010). In addition, mutation operator is also applied to each colony after movement to enhance population
diversity. Assimilation would probably result in better colonies compared with original ones. If the resulting
colony after assimilation is better than the imperialist, it becomes the imperialist and vice versa.

(3) Imperialistic competition. Different from assimilation which happens inside an empire, imperialistic
competition acts among all the empires. During the imperialistic competition, all the empires try to possess
more colonies, which is realised by freeing the weakest colony of the weakest empire and making a
competition among all empires to possess this freed colony. Each empire has a probability to possess this free
colony based on its total power. Imperialistic competition results in power increase in some empires and
power decrease in other empires.

(4) Elimination. Imperialistic competition would result in an empire with no colonies, which means that its
colonies are possessed by the other empires. In this case, the empire with no colony is eliminated from the
population.

Procedures of CCA are described as follows and shown in Figure 3:

Step 1: Parameters initialisation.
Step 2: Initial population generation and empires construction.
Step 3: If termination criterion is not met, repeat the following steps.
Step 4: Assimilation.
Step 5: Imperialistic competition.
Step 6: Elimination.

Details of CCA are elaborated in the following subsections.

Figure 3. Workflow of basic colonial competitive algorithm.

International Journal of Production Research 5
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4.2 Proposed encoding and decoding scheme

4.2.1 Solution representation

In this paper, each country represents a solution to the MMUL/BS problem. Since line balancing (LB) and model
sequencing (MS) of MMUL are solved simultaneously, the encoded solution in this paper consists of two parts: LB
part and MS part. For the LB part, different from the group-number representation scheme proposed by Kim et al.
(2006), we suggested a new encoding scheme in this study. Figure 4 illustrates the encoded solution of the example
given in Figure 2. Specifically, LB is determined by two sequences: task sequence (TS) and station sequence (SS). TS
refers to the order of all the tasks assigned to stations from the front to the back of MMUL. Note that TS must
satisfy the precedence constraints among tasks. SS is a non-decreasing sequence with the same length of TS, and
each element of SS is used to decide the station number on which the task with the same index in TS is performed.
The value of each element in SS falls into the scope of [1, 2J]. For example, the fourth element of TS in Figure 4 is
task 4, and the fourth element of SS in Figure 4 represents station 3. The length of TS and SS equals the total
number of tasks. MS part of each solution determines the sequence that models are released to performed
on MMUL.

In the proposed encoding scheme, both TS and SS are generated randomly to ensure the diversity of initial
population. Note that the TS generated randomly or manipulated by mutation (described in a later section) may
violate the precedence constraints among tasks. Therefore, this paper introduces a repairing algorithm to adjust an
infeasible TS to feasible one (Tseng 2006). Following the repairing algorithm given in Table 1, an infeasible TS could
be adjusted into an feasible one. Note also that SS must be non-decreasing, so SS is sorted non-decreasingly as long
as it violates the rule.

4.2.2 Solution evaluation

We illustrate the calculation process of ADW using the example given in Figure 2. To compute ADW, the workload
Wjr of each station at each cycle should be obtained first. Table 2 shows the workload of each station at each cycle.

The theoretical minimum cycle time Cmin for the illustrative example is:

Cmin ¼ ð1=ðJ� LÞÞ
XI
i¼1

XM
m¼1

dmtim

¼ ð1=ð4� 5ÞÞ
X4
i¼1

X3
m¼1

dmtim

¼ ð1=ð4� 5ÞÞð56þ 58� 2þ 61� 2Þ
¼ 14:7:

Then, the ADW for the example could be computed as:

ADW ¼
XJ
j¼1

XL
r¼1

Wjr � Cmin

�� ��

¼
X4
j¼1

X5
r¼1

Wjr � 14:7
�� ��

¼ 118:8:

Figure 4. Proposed encoding scheme.
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4.3 Initial empires construction

After the generation of initial population of countries, some of the best countries are selected as the imperialists. The

size of initial population is Npop, the number of imperialists is Nimp, and the number of colonies is Ncol. To distribute

the colonies among imperialists, the normalised cost (ADW) of each imperialist must be computed using the

following formula:

Cn ¼ maxðciÞ � cn, ð4Þ

where cn is the cost of the nth imperialist, and Cn is its normalised cost. The colonies are distributed among

imperialists based on their normalised power. The normalised power of each imperialist is defined by

pn ¼
CnPNimp

i¼1 Ci

�����

�����: ð5Þ

Then, the number of colonies of an empire will be

NCn ¼ round ð pn �NcolÞ: ð6Þ

An imperialist with its corresponding colonies constructs an empire.

Table 1. Repairing algorithm for TS.

Notations used in the repairing algorithm:
TS task sequence
gh the task in the hth position of TS
r root node point
l leaf node point

Repairing algorithm:
Step 1: Set h¼ 2.
Step 2: Set g1’s corresponding task at root node point R.
Step 3: Set gh’s corresponding task at leaf node point l, and decide the precedence relationship of r and l.
(1) If pr,l¼ 1, task l should be performed before task r.

(a) If r’s left child node point is not empty, then set r’s left node point at the new root node point r and repeat Step 3.
(b) If r’s left child node point is empty, then insert l at r’s left node point. Set h¼ hþ 1 and go to Step 4.

(2) If pr,l¼ 0, there is no precedence constraints between task r and l.
(a) If r’s right node child node point is not empty, then set r’s right node point at the new root node point r and
go to Step 3.

(b) If r’s right child node point is empty, then insert l at r’s right node point. Set h¼ hþ 1, and got to Step 4.
Step 4: If h¼m, go to Step 5; otherwise go to Step 2.
Step 5: List feasible TS according to the in-order traversal rank and stop the algorithm.

Table 2. Workload of each station.

Workstation

1 2 3 4

SFj SBj [1] [9, 10] [3, 2] [1] [4] [6, 7] [5, 8] [1]

Cycle �rj �rj Wjr �rj �rj Wjr �rj �rj Wjr �rj �rj Wjr

1 B B 22 A – 4 B C 17 C – 13
2 C C 27 B – 9 A C 21 B – 7
3 C C 27 C – 12 B B 20 A – 8
4 B B 22 C – 12 C A 11 B – 7
5 A A 21 B – 9 C B 12 C – 13

International Journal of Production Research 7
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4.4 Assimilation

4.4.1 Moving colonies of an empire toward the imperialist

Assimilation refers to the movement of a colony to its imperialist. Since CCA was initially designed to solve
continuous optimisation problems, the operators of crossover and mutation were borrowed from a GA to tackle
with discrete optimisation problems. Specifically, crossover is applied between a colony and its imperialist to
exchange properties with each other, which makes the colony more like its imperialist. In addition, mutation is
performed on each colony after crossover to introduce diversity to the population. Crossover and mutation are
described as follows.

The crossover operator consists of LB crossover and MS crossover, and two-point crossover is used in this
paper. The crossover of LB is defined as follows: (1) initialise an LB for the new colony and select two crossover
points, c1 and c2 (c15 c2), randomly; (2) copy the elements of LB in imperialist that locate before c1 and after c2 to
the same position of LB in the new colony. Delete these elements from the current colony; (3) copy the remaining
elements of the current colony sequentially to the remaining positions of the new colony. The crossover of MS is
defined as follows: (1) initialise an MS for the new colony and select two crossover points, p1 and p2 (p15 p2),
randomly; (2) copy the elements of MS in imperialist that locate before p1 and after p2 to the same positions of MS
in the new colony; (3) copy the elements of MS in the current colony that locate between p1 and p2 to the same
positions of MS in new colony. Another new colony could be obtained by exchanging roles of the imperialist and the
current colony. The new colony with lower cost becomes the final new colony. Figure 5 illustrates the crossover
operator using an example.

The mutation operator consists of mutation of TS in LB, mutation of SS in LB and mutation of MS. Mutation
of TS in LB is defined as the following: randomly select two tasks and swap their positions. Mutation of SS in LB is
defined as: randomly select a station and change it to another value. Mutation of MS is defined as: randomly select
two different models and swap their positions. Note that the TS and SS in LB may become infeasible after crossover
of mutation; in this case, the repairing algorithm described in former sections will function to adjust them into
feasible ones.

4.4.2 Position exchange of an imperialist and a colony

The colony after crossover and mutation may reach a position with a lower cost than that of its imperialist. In this
case, the colony will become the imperialist in the current empire and vice versa. In the following iterations, colonies
in the empire will move to the new imperialist.

4.5 Imperialistic competition

In ICA, all empires compete to take possession of more colonies besides their current colonies. The imperialistic
competition gradually results in a decrease in the power of weaker empires and an increase in the power of

Figure 5. Crossover operator applied to an imperialist and its colonies.
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powerful ones. To model this competition among imperialists, the weakest colony of the weakest empire is freed

from its current imperialist and waited to be possessed by other empires. During the competing process, each empire

will have a likelihood of taking possession of the freed colony based on their total power, that is, empires with more

total power will be more likely to possess it.
The total power of an empire is determined by the power of the imperialist and that of all its colonies, that is, the

equation of total cost is:

T:C:n ¼ cnðimperialistnÞ þ � �meanðcnðcolonies of empirenÞÞ, ð7Þ

where T.C.n is the total cost of the nth empire, and � is a positive number that is in the range of [0, 1]. Different

values of � indicate the weight of the cost of the imperialist on the total cost of an empire.
The normalised total cost is computed by

N:T:C:n ¼ maxðT:C:iÞ � T:C:n, ð8Þ

where T:C:n and N:T:C:n are total cost and normalised total cost of the nth empire respectively. Then, the possession

probability of each empire is given by

ppn ¼
N:T:C:nPNimp

i¼1 N:T:C:i

�����

����� ð9Þ

P ¼ pp1 , pp2 , � � � , ppNimp

h i
: ð10Þ

Then, a vector R with the same size as P is created, and its elements are uniformly distributed random numbers.

R ¼ r1, r2, � � � , rNimp

� �
: ð11Þ

Then, a vector D is formed by simply subtracting R from P.

D ¼ P� R ¼ D1, D2, � � � , DNimp

� �
: ð12Þ

The empire whose relevant index in D is largest will take possession of the freed colony.

4.6 Elimination

When an imperialist loses all of its colonies, it will be eliminated from the population.

4.7 Termination

In this paper, the predefined run time is used as the termination criterion.

5. Proposed modified colonial competitive algorithm

5.1 Workflow of the modified CCA

This paper modifies the original CCA by introducing a third type of country named Independent Country based on

the more realistic modelling of the socio-politically process. Original CCA classifies the initial population of

countries into only two types, namely, imperialists and colonies. However, independent countries generally coexist

with imperialists and colonies historically. Table 3 describes the behaviours of three different types of countries.
The main differences between the modified CCA and original CCA lie in the phases of ‘Initial empires

construction’ and ‘Assimilation’ owing to the existence of independent countries. The following sections will

elaborate on the steps of modified CCA in detail.
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5.2 Initial empires construction and independent countries determination

Since the initial population of countries is classified into three types, the parameters of modified CCA include the
size of population Npop, the number of imperialists Nimp, and the number of independent countries Nind. The
selection of imperialists and distribution of colonies are the same as the steps described in Section 4.3. The Nind

independent countries are generated randomly. Note that Npop equals the sum of Nimp, Nind, and Ncol. Figure 6
illustrates the initial population of countries including imperialists, colonies, and independent countries. The larger
one pentagon’s size is, the more colonies it possesses.

5.3 Assimilation

5.3.1 Assimilation inside each empire

Details of assimilation inside each empire are the same as those described in Section 4.4 and omitted here.

5.3.2 Assimilation occurs between imperialists and independent countries

In the modified CCA, all the independent countries try to become more powerful by learning from imperialists. For
each independent country, it makes a move to all the current imperialists, which results in a number of new
independent countries, and is then replaced by the best new independent countries. We illustrate the difference
between assimilation inside each empire and assimilation between imperialists and independent countries using
Figure 7. The two assimilation process also utilises the crossover and mutation operator described in Section 4.4.

5.3.3 Position exchange among imperialists, colonies, and independent countries

After assimilation inside each empire and between imperialists and independent countries, the following position
exchange occurs:

(1) If a new colony inside an empire reaches a better solution than the imperialist, it become the new imperialist
and vice versa. This is the same as described in section 4.4.

(2) If the weakest imperialist among all empires is worse than the best independent country among all
independent countries, the best independent country become the imperialist and vice versa.

Figure 6. Initial empires construction and independent countries determination.

Table 3. Country types and their behaviours.

Country type Behaviour

Imperialist Assimilate its colonies and try to possess more colonies
Colony Learn from its imperialist and try to become imperialist or independent country
Independent country Learn from all imperialists and try to become imperialist

10 K. Lian et al.
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(3) If the best colony among all empires is better than the worst independent country among all independent
countries, the best colony become the independent country and vice versa.

These three types of position exchange are depicted in Figure 8.

5.4 Imperialistic competition, elimination, and termination

The processes of imperialistic competition, elimination, and termination are the same as those described in Sections
4.5, 4.6, and 4.7, respectively, and are omitted here.

Figure 8. Position exchange of different types.

Figure 7. Assimilation comparison. (a) Assimilation inside each empire. (b) Assimilation between imperialists and independent
country.
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6. Experiments

6.1 Test-bed problems and compared algorithms

Performance of the proposed CCA is evaluated on a set of benchmark problems taken from the literature (Kim et al.
2006). The problems include 19-task, 61-task, and 111-task problems with different number, of stations and MPS.
Table 4 lists details of the test-bed problems.

6.2 Parameter determination

The algorithm implemented in this paper was coded in Cþþ and run on a personal computer with a 2.0GHz Intel
Core2 Duo CPU. The parameters of CCA include the total number of countries Npop, the total number of empires
Nimp, the total number of independent countries Nind, the weight �, and the maximum number of iterationsMaxIter.
Preliminary experiments were conducted to determine the values of these parameters. Computational results showed
that the following parameter values could yield satisfactory results: Npop¼ 100, Nimp¼ 7, Nind¼ 5, �¼ 0.6.

6.3 Computational results and performance comparison

The characteristics and search capability of CCA and modified CCA (MCCA) are compared with those of the
following algorithms: the co-evolutionary algorithm (CEA) proposed by Kim et al. (2000b), the endosymbiotic
evolutionary algorithm (EEA) proposed by Kim et al. (2006), simulated annealing (SA) algorithm proposed by
Kara (2008), and the GA proposed by Özcan et al. (2010). Table 5 shows the computational results and comparison
of CCA with these algorithms. The first column indicates the problem numbers. The following four columns show
the ADW obtained from the CEA, EEA, SA, and GA approaches respectively. These results are compared with
those for the original CCA and MCCA presented in columns 7 and 8 respectively. For both CCA and MCCA on
each test-bed problem, 10 independent experiments are conducted, and the best results are reported. Note that the
results listed in columns 2 and 3 represent the average ADW, while the results given in columns 4 and 5 indicate the
best ADW within ten runs of this algorithm. The last column indicates the improvement rate of MCCA to CCA for
each test-bed problem. The last row represents the average improvement rate (AIR) for MCCA compared with each
approach. The computation time for Thomopoulos’s, Kim’s, and Arcus’s problems are 4, 47, and 308 s, respectively,
to maintain consistency with EEA and GA (Kim et al. 2006, Özcan et al. 2010).

Table 4. Test-bed problems.

Problem No. of tasks No. of models No. of stations MPS

Thom1 19 3 3 1 1 1
Thom2 19 3 3 3 2 1
Thom3 19 3 4 1 1 1
Kim1 61 4 6 1 1 1 1
Kim2 61 4 6 1 3 4 5
Kim3 61 4 6 6 4 2 1
Kim4 61 4 12 1 1 1 1
Kim5 61 4 12 1 3 4 5
Kim6 61 4 12 6 4 2 1
Arcus1 111 5 12 1 1 1 1 1
Arcus2 111 5 12 5 3 2 1 1
Arcus3 111 5 12 1 2 4 5 8
Arcus4 111 5 12 1 4 8 3 1
Arcus5 111 5 15 1 1 1 1 1
Arcus6 111 5 15 5 3 2 1 1
Arcus7 111 5 15 1 2 4 5 8
Arcus8 111 5 15 1 4 8 3 1
Arcus9 111 5 27 1 1 1 1 1
Arcus10 111 5 27 5 3 2 1 1
Arcus11 111 5 27 1 2 4 5 8
Arcus12 111 5 27 1 4 8 3 1

12 K. Lian et al.
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The following conclusions can be drawn from the observations in Table 5. First, the original CCA succeeds in
outperforming both CEA and EEA for all test-bed problems. However, the original CCA fails to provide better
results than SA and GA in nearly all cases, which indicates that the original CCA is less effective in exploring the
solution space of MMUL/BS. Second, the comparison between CCA and MCCA shows that MCCA improves the
original CCA greatly for all test-bed problems except Thom3 (the same best results are obtained), which validates
MCCA’s advantage over CCA in solving the MMUL/BS problem. Third, MCCA outperforms CEA, EEA, and SA
for every test-bed problem, and MCCA improves 15 in 21 results obtained by GA. The bold values show that our
algorithm obtains better results than those of the others. It can be seen from Table 5 that MCCA is very efficient in
solving the MMUL/BS problem.

7. Conclusions

This paper proposes a novel metaheuristic algorithm named the colonial competitive algorithm (CCA) and its
modified version (MCCA) to address the mixed-model U-line balancing and sequencing (MMUL/BS)
problem. Implementation details of CCA/MCCA to MMUL/BS are elaborated using an illustrative example.
Computational experiments are conducted to validate the performance of the proposed algorithms. Comparisons
with existing algorithms show the effectiveness of CCA and MCCA. The contributions of this paper are summarised
as follows:

(1) A novel metaheuristic algorithm called CCA is applied to solve the MMUL/BS problem. To the best of the
authors’ knowledge, this is the first application of CCA to an MMUL/BS problem. Computational results
and comparisons with existing algorithms showed that CCA can yield promising results in a reasonable time.

(2) The original CCA is modified by introducing a third type of country, an independent country, in the initial
population of countries. The performance of the modified CCA (MCCA) is compared with CCA and some
other algorithm developed for MMUL/BS. Computational results show that MCCA outperforms CCA and
improves several results obtained by other algorithms.

(3) A new representation scheme for line balancing of MMUL/BS problem is suggested. This representation
scheme is simple to implement and efficient in solving the MMUL/BS problem.

Table 5. Computational results and comparisons with existing approaches.

Problem CEA EEA SA GA CCA MCCA Improvement rate (%)

Thom1 1.40 1.30 0.40 0.40 0.2 0.2 0.00
Thom2 2.78 2.40 2.20 2.20 2.0 1.46667 26.67
Thom3 1.56 1.30 0.80 0.60 0.6 0.6 0.00
Kim1 22.95 21.90 10.60 7.10 14.7 7.0 52.38
Kim2 86.39 78.30 64.22 52.59 74.859 50.7 32.27
Kim3 79.78 73.90 62.70 48.36 63.8205 46.2923 27.46
Kim4 44.75 38.00 24.70 19.75 37.45 17.0 54.61
Kim5 152.04 123.20 104.62 86.34 114.821 86.2205 24.91
Kim6 130.75 105.70 92.01 86.23 100.318 78.559 21.69
Arcus1 14,671.81 12,598.80 10,768.30 6168.70 7826.9 6490.40 17.08
Arcus2 33,800.51 31,080.60 28,057.23 12,303.56 24,267.3 17,060.40 29.70
Arcus3 50,044.05 45,342.10 37,121.96 16,720.00 19,643.3 16,088.30 18.10
Arcus4 49,218.96 42,661.60 37,899.05 21,734.39 26,386.4 21,478.80 18.60
Arcus5 19,852.23 16,809.80 8392.00 6356.96 8435.76 6870.48 18.56
Arcus6 48,490.48 39,379.20 26,584.00 15,282.13 26,810.4 16,819.60 37.26
Arcus7 76,396.39 61,223.60 24,863.10 18,592.53 22,550.5 17,915.70 20.55
Arcus8 69,053.40 54,659.80 26,252.08 24,642.56 28,616.2 24,325.50 14.99
Arcus9 63,909.82 46,254.70 29,291.52 20,700.00 31,468.7 25,491.90 18.99
Arcus10 15,0486.70 108,231.40 67,384.36 55,370.02 83,843.6 56,914.70 32.12
Arcus11 29,4429.10 209,222.20 123,041.70 93,412.89 155,308.0 89,168.60 42.59
Arcus12 23,3102.30 162,998.80 99,685.30 80,912.79 126,177.0 79,091.10 37.32
AIR 59.62 51.45 28.51 2.11 25.99 – 25.99
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In future research, CCA and MCCA can be applied to solve other combinatorial optimisation problems. The
representation scheme proposed in this paper could be incorporated with other metaheuristic algorithms such as GA
to obtain better results.
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Özcan, U., Kellegöz, T., and Toklu, B., 2011. A genetic algorithm for the stochastic mixed-model u-line balancing and

sequencing problem. International Journal of Production Research, 49 (6), 1605–1626.
Rajabioun, R., Atashpaz-Gargari, E., and Lucas, C., 2008. Colonial competitive algorithm as a tool for nash equilibrium point
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