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Abstract. This paper introduces an improved evolutionary algorithm based on 
the Imperialist Competitive Algorithm (ICA), called Quad Countries Algorithm 
(QCA). The Imperialist Competitive Algorithm is inspired by socio-political 
process of imperialistic competition in the real world and has shown its reliable 
performance in optimization problems. In the ICA, the countries are classified 
into two groups: Imperialists and Colonies. However, in the QCA, two other 
kinds of countries including Independent and Seeking Independence are added 
to the countries collection. In the ICA also the Imperialists’ positions are fixed, 
while in the QCA Imperialists may move. The proposed algorithm was tested 
by well-known benchmarks, and the compared results of the QCA with results 
of ICA, GA [12], PSO [12], PS-EA [12] and ABC [11] show that the QCA has 
better performance than all mentioned algorithms. Among them, the QCA, 
ABC and PSO have better performance respectively in 50%, 41.66% and 8.33% 
of all cases.  

Keywords: Optimization, Imperialist Competitive Algorithm (ICA), 
Independent countries, countries Seeking Independence and Quad Countries 
Algorithm (QCA).  

1 Introduction 

Evolutionary Algorithms (EA) [1, 2] are algorithms that inspire from nature and have 
many applications to solve NP problems in various fields of science. Some of the 
proposed Evolutionary Algorithms for optimization problems are: the Genetic 
Algorithm (GA) [2 ,3 ,4], which at first proposed by Holland, in 1962 [3] , Particle 
Swarm Optimization algorithm (PSO) [5] first proposed by Kennedy and Eberhart 
[5], in 1995. In 2007, Atashpaz and Lucas proposed an algorithm as Imperialist 
Competitive Algorithm (ICA) [6, 7], that has inspired from a socio-human 
phenomenon. Since 2007 attempts were performed in order to increase the efficiency 
of the ICA. Zhang, Wang and Peng proposed an approach based on the concept of 
small probability perturbation to enhance the movement of Colonies to Imperialist, in 
2009 [8]. In 2010, Faez, Bahrami and Abdechiri, proposed a new method using the 
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chaos theory to adjust the angle of Colonies movement toward the Imperialists’ 
position (Imperialist Competitive Algorithm using Chaos Theory for Optimization : 
CICA)[9], and in other paper at the same year, they proposed another algorithm that 
applies the probability density function in order to adapt the angle of colonies’ 
movement towards imperialist’s position dynamically, during iterations(Adaptive 
Imperialist Competitive Algorithm: AICA) [10].   

In the Imperialist Competitive Algorithm (ICA), there are only two different types 
of countries, Imperialists and Colonies, which Imperialists absorb their Colonies. 
While in the real world, there are some Independent countries which are neither 
Imperialists, nor Colonies. In the ICA, only the Colonies’ movements toward 
Imperialists are considered while in the real world, each Imperialist moves in order to 
promote its political and cultural position. In the Quad Countries Algorithm (QCA), 
countries are divided into four categories: Imperialist, Colony, Seeking Independence 
and Independent that each category has its special movement compared to the others. 
In the Quad Countries Algorithm, like in the real world, an Imperialist will move if 
reaches to a better position compared to its current position. 

The following part of this paper is arranged as follows. Section two describes a 
brief description of Imperialist Competitive Algorithm. Section three will explain the 
proposed algorithm. In section four, performance of algorithms will be analyzed and 
evaluated. In the section five, a conclusion will be presented. 

2 The Imperialist Competitive Algorithm (ICA) 

Imperialist Competitive Algorithm (ICA) at the first time proposed by Atashpaz and 
Lucas, in 2007 [6]. The ICA is a new evolutionary algorithm in the Evolutionary 
Computation (EC) field based on the human’s socio-political evolution. The 
algorithm starts with an initial random population called countries, then some of best 
countries in the population select to be the Imperialists and the rest of them form the 
Colonies of these Imperialists. The number of initial population is Npop including Ncol 
Colonies and Nimp Imperialist. The Colonies divide among Imperialists. The initial 
number of Colonies of an Imperialist will be NCn. The NCn is initial number of 
Colonies of nth Imperialist. To distribute the Colonies among Imperialists, according 
to the number of NCn, they are randomly selected and assigned to the nth Imperialist. 
The Imperialist countries absorb the Colonies towards themselves using the 
Absorption policy. The Absorption policy makes the main core of this algorithm and 
causes the countries move towards to their minimum optima. This policy is shown in 
Fig.1. In the Absorption policy, the Colony moves towards the Imperialist by x unit. 
The direction of movement is the vector from Colony to Imperialist, as shown in 
Fig.1. In this figure, the distance between the Imperialist and Colony is shown by d, 
and x is a random variable with uniform distribution. In the ICA, in order to search 
different points around the Imperialist, a random amount of deviation is added to the 
direction of Colony movement towards the Imperialist. In Fig.1, this deflection angle 
is shown as Ө, which is chosen randomly and with a uniform distribution.  

 
 



 Quad Countries Algorithm (QCA) 121 

 

Fig. 1. Moving Colonies toward their Imperialist [6] 

While Colonies moving toward the imperialist countries, a colony may reach to a 
better position than its imperialist, so the Colony position exchanges with position of 
the Imperialist. 

In the ICA, the imperialistic competition has an important role. During the 
imperialistic competition, the weak Imperialist will lose their power and their 
colonies. After a while all the Imperialists except the most powerful one, will be 
collapse and all the Colonies will be under the control of this unique Imperialist.  

3 Quad Countries Algorithm (QCA) 

In this paper, a new Imperialist Competitive Algorithm is proposed which is called 
Quad Countries Algorithm that two new categories of countries are added to the 
collection of countries; Independent and Seeking Independence countries. In addition, 
in the new algorithm Imperialists can also move like the other countries.  

3.1 Independent Country 

In the real world, there are permanently countries which have been neither Colonies, nor 
Colonial. These Countries may perform any movements in order to take their advantages 
and try to improve their current situation. In the proposed algorithm, some countries are 
defined as Independent countries which explore search space randomly. As an illustration 
in figure 2, if during the search process, an Independent country achieves a better 
position compared to an Imperialist, they will definitely exchange their positions. The 
Independent countries change to a new Imperialist and will be the owner of old 
Imperialist’s Colonies and instead of the Imperialist will changes to an Independent 
country and will start to explore the search space like these kinds of countries.   

 

Fig. 2. Replace an Imperialist with an Independent 
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3.2 Seeking Independence Country 

Seeking Independence Countries are countries which have challenges to the 
Imperialists and try to be away from them. In the main ICA, the only movement is the 
Colonies’ movements toward Imperialists and in fact, there is only Absorption policy. 
While by defining the Seeking Independence Countries in proposed algorithm, there 
is also Repulsion policy versus Absorption policy.  

Fig.3 illustrates the Repulsion Policy. As can be seen in Fig.3.a, there is only the 
Absorption policy that matches with the ICA. As it shows, the only use of applying 
Absorption policy causes that countries’ positions to gets closer to each other and 
their surrounded space will decrease gradually and the global optima might be lost. In 
Fig.3.a the algorithm is converge to a local optimum. Fig.3.b illustrates the process of 
the proposed algorithm. The black Squares represent the Seeking Independence 
Countries and as can be seen, these countries can steer the search process to a 
direction which the other countries don’t cover. It shows that, using Absorption and 
Repulsion policy together, will leads to better coverage of search space. 

     

(a) Absorption policy                  (b) Absorption and Repulsion policy 

Fig. 3. Different movement policy 

To apply the Repulsion policy in the QCA, first the sum of differences between the 
Seeking Independence Countries and the Imperialists positions is calculated as a 
vector like (1) named Center, that is a 1×N vector.  

1
( ), 1, 2, ...,

Nimp
i i jij

Center a p i N
=

= − =∑  (1) 

where  is the sum of ith component of all Imperialists, pji  is ith component of 
jth Imperialist, ai  is ith component of Seeking Independence Country  and N 
indicates the problem dimensions. Then the Seeking Independence Countries will 
move in the direction of obtained vector as (2).  
 
 
 



 Quad Countries Algorithm (QCA) 123 

, (0, 1)D Centerδ δ= × ∈  (2) 

where δ is relocation factor and D is relocation vector that its components, peer to 
peer sum to the Seeking Independence Country’s components and obtains new 
position of the Seeking Independence Country. 

3.3 Imperialists Movement 

In the real world, all countries including Imperialists perform ongoing efforts to 
improve their current situation. While in the main ICA, Imperialists never move and 
this fixed situation sometimes leads to lose global optima or prevent to achieve better 
consequences. Fig.4 could be a final state of running the ICA, when only one 
Imperialist has remained. Since in the ICA, Imperialists have no motion, result 1 is 
the answer that the ICA returns. In the proposed approach, a movement, opposite to 
the central of gravity of its colonies is assumed for Imperialists, and the cost of this 
hypothetical position will be calculated. If the cost of the hypothetical position is less 
than the cost of the current one, the Imperialist will move to the hypothetical position, 
otherwise the Imperialist will not move. As can be seen in Fig.4, using this method 
leads to result 2 which is a better result than 1.  

 

Fig. 4. A final state of ICA and QCA. Result 1 may be a final state of ICA and Result 2 may be 
a final state of QCA.  

The movement of Imperialist is shown in equation (3).  

,
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Imp_diri is the Imperialist direction of movement of ith Imperialist, Colonyj,i is the jth 
colony of ith Imperialist, ieta is a positive value less than 1, New_positioni is 
hypothetical position for ith Imperialist, Cost() is Cost function, and 
Perevious_positioni is the previous position of ith Imperialist.   

4 Evaluation and Experimental Results 

In this paper, a new algorithm based on the Imperialist Competitive Algorithm (ICA), 
called Quad Countries Algorithm (QCA) is introduced and was applied to some well-
known benchmarks in order to verify its performance, and compare to ICA. These 
benchmarks functions are presented in table1.The QCA parameters set as follow: 
population=125, ieta=0.005, eta=0.01, and δ=0.01. 

Each algorithm runs 100 times, and The observed results of applying the 
algorithms on the benchmarks are shown in table 3. Griewank Inverse is a hill-like 
function and its global optima are located on the corner of search space. Fig.5 
averagely, illustrates the graph of stability and convergence of Griewank Inverse with 
10 and 50 dimensions. It can be seen from Fig 5 that the quality of the results, the 
convergence of the QCA is faster than the ICA. Figures 5.c and 5.d illustrates stability 
graph of Griewank Inverse with 10 and 50 dimensions. 

Table 1. Benchmarks for simulation 
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In the other comparison, the results are compared to Genetic Algorithm (GA), 
Particle Swarm Optimization(PSO), PS-EA and Artificial Bee Colony(ABC) in table 
4. As can be seen, the results of the proposed algorithm are better than GA and PS-EA 
in 100 percent of all cases. But in the comparison with the QCA, the ABC and PSO, 
in 50 percent of cases the QCA has better performance by comparison with ABC and 
PSO. The ABC and PSO are 41.66 and 8.33 percent of all cases respectively, which 
are shown better performance.  

 

  

(a) the average of convergence of 100 
iterations up to 1000 generation with 10 
dimensions 

(b) the average of convergence of 100 
iterations up to 1000 generation with 50 
dimensions 

  

(c) Stability graph of 10 dimensions (d) Stability graph of 50 dimensions 

Fig. 5. The convergence and stability graphs of ICA and QCA on Griewank Inverse 

 
 
 
 

ICA 
QCA 

ICA 

QCA 

ICA

QCA

ICA

QCA



126 M.A. Soltani-Sarvestani, S. Lotfi, and F. Ramezani 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

B
en

ch
m

ar
k 

A
lg

.
D

IM
. 

O
pt

im
um

Q
C

A
 

IC
A

 
Im

p.
 

B
es

t r
es

ul
t 

R
es

ul
ts

 
A

ve
ra

ge
 

SD
 

B
es

t r
es

ul
t 

R
es

ul
ts

 
A

ve
ra

ge
 

SD
 

Sp
he

re
 

2
0 

1.
63

84
 E

 -2
6 

7.
46

82
 E

 -2
0 

2.
77

99
 E

 -1
9 

2.
05

68
 E

 -2
0 

1.
37

10
 F

 -1
0 

1.
17

61
 E

 -9
 

≈
10

0%
 

10
0 

4.
68

01
 E

 -1
5 

1.
87

19
 E

 -1
1 

3.
98

81
 E

 -1
1 

2.
54

93
 E

 -1
2 

3.
04

84
 E

 -8
 

6.
44

50
 E

 -5
 

99
.9

4%
 

30
0 

2.
55

90
 E

 -9
 

7.
18

33
 E

 -7
 

2.
25

83
 E

 -6
 

1.
09

72
 E

 -6
 

3.
24

91
 E

 -5
 

3.
69

56
 E

 -5
 

98
.3

7%
 

50
0 

7.
32

34
 E

 -7
 

3.
96

62
 E

 -5
 

1.
00

98
 E

 -4
 

2.
61

72
 E

 -4
 

0.
00

31
 

0.
00

3 
99

.0
7%

 

Sp
he

re
 In

v
 

2 
-7

.2
0 

E 
+5

 
-7

.2
 E

 +
5 

-7
.2

00
0 

E 
+5

 
0.

25
26

 
-7

.2
00

0 
E 

+5
 

-7
.1

99
8 

E 
+5

 
14

.8
68

7 
0.

00
3%

 
10

-3
.6

0 
E 

+6
 

-3
.5

99
5 

E 
+6

 
-3

.5
98

3 
E 

+6
 

78
3.

76
95

 
-3

.5
82

1 
E 

+6
 

-3
.5

68
9 

E 
+6

 
6.

21
42

 E
 +

3 
0.

82
%

 
30

-1
.0

8 
E 

+7
 

-1
.0

76
1 

E 
+7

 
-1

.0
73

4 
E 

+7
 

1.
42

22
 E

 +
4 

-1
.0

50
6 

E 
+7

 
-1

.0
35

8 
E 

+7
 

5.
44

85
 E

 +
4 

3.
63

%
 

50
-1

.8
0 

E 
+7

 
-1

.7
86

6 
E 

+7
 

-1
.7

75
5 

E 
+7

 
4.

04
19

 E
 +

4 
-1

.6
95

0 
E 

+7
 

-1
.6

70
6 

E 
+7

 
9.

45
20

 E
 +

4 
6.

29
%

 

R
as

tri
gi

n

2
0 

0 
0 

0 
0 

1.
13

58
 E

 -1
3 

6.
65

20
 E

 -1
3 

10
0%

 
10

0 
0 

1.
32

69
 E

 -1
4 

4.
08

51
 E

 -1
4 

4.
46

40
 E

 -1
2 

5.
59

44
 E

 -9
 

1.
51

54
 E

 -8
 

99
.9

9%
 

30
0 

3.
69

81
 E

 -1
0 

1.
42

74
 E

 -8
 

2.
44

67
 E

 -8
 

1.
61

95
 E

 -4
 

0.
38

99
 

0.
50

83
 

≈
10

0%
 

50
0 

7.
55

66
 E

 -7
 

0.
05

99
 

0.
23

62
 

1.
04

52
 

5.
32

11
 

1.
71

54
 

99
.6

2%
 

R
as

tri
gi

n 
In

v

2
-7

.2
0 

E 
+5

 
-7

.2
00

0 
E 

+5
 

-7
.2

00
0 

E 
+5

 
0.

31
04

 
-7

.2
00

0 
E 

+5
 

-7
.1

99
9 

E 
+5

 
13

.0
93

6 
0.

00
2%

 
10

-3
.6

0 
E 

+6
 

-3
.5

99
5 

E 
+6

 
-3

.5
98

3 
E 

+6
 

90
6.

41
64

 
-3

.5
86

1 
E 

+6
 

-3
.5

69
2 

E 
+6

 
6.

42
72

 E
 +

3 
0.

82
%

 
30

-1
.0

8 
E 

+7
 

-1
.0

76
7 

E 
+7

 
-1

.0
73

2 
E 

+7
 

1.
31

92
 E

 +
4 

-1
.0

48
6 

E 
+7

 
-1

.0
34

8 
E 

+7
 

4.
76

17
 E

 +
4 

3.
71

%
 

50
-1

.8
0 

E 
+7

 
-1

.7
83

0 
E 

+7
 

-1
.7

75
7 

E 
+7

 
3.

49
01

 E
 +

4 
-1

.7
01

9 
E 

+7
 

-1
.6

70
7 

E 
+7

 
1.

02
34

 E
 +

5 
6.

28
%

 

G
rie

w
an

k

2
0 

0 
0 

0 
0 

3.
73

56
 E

-1
3 

2.
75

86
 E

-1
2 

10
0%

 
10

0 
8.

91
06

 E
 -1

3 
9.

31
03

 E
 -9

 
2.

29
49

 E
 -8

 
01

.4
43

3 
E 

-9
 

6.
88

86
 E

 -6
 

1.
94

15
 E

 -5
 

99
.8

6%
 

30
0 

4.
82

41
 E

 -4
 

0.
01

44
 

0.
02

20
 

0.
00

40
 

0.
07

21
 

0.
05

22
 

80
.0

3%
 

50
0 

0.
07

47
 

0.
38

32
 

37
.9

35
2 

0.
14

02
 

0.
42

27
 

41
.8

48
4 

17
.2

%
 

G
rie

w
an

k 
In

v

2
-1

80
.0

12
1 

-1
79

.0
82

7 
-1

78
.9

38
8 

0.
08

77
 

-1
79

.0
77

4 
-1

78
.8

67
4 

0.
08

32
 

0.
04

%
 

10
-9

01
 

-8
98

.5
77

7 
-8

97
.6

30
9 

0.
50

23
 

-8
93

.9
28

4 
-8

90
.7

05
1 

1.
60

02
 

0.
79

%
 

30
-2

70
1 

 
-2

68
8 

-2
68

1 
3.

62
52

 
-2

62
0 

-2
58

9 
10

.4
05

3 
3.

6%
 

50
-4

50
1 

-4
46

0 
 

-4
43

9 
9.

20
71

 
-4

25
5 

-4
17

8 
28

.4
46

2 
6.

28
%

 

A
ck

le
y

2
0 

8.
88

18
 E

 -1
6 

8.
47

54
 E

 -1
3 

2.
02

95
 E

 -1
2 

3.
41

95
 E

 -1
3 

5.
20

40
 E

 -8
 

4.
55

46
 E

 -7
 

99
.9

9%
 

10
0 

1.
26

32
 E

 -9
 

2.
55

52
 E

 -8
 

4.
85

22
 E

 -8
 

1.
44

76
 E

 -7
 

2.
46

81
 E

 -6
 

5.
40

74
 E

 -6
 

98
.9

9%
 

30
0 

1.
04

59
 E

 -6
 

4.
32

73
 E

 -6
 

2.
59

04
 E

 -6
 

3.
95

08
 E

 -5
 

1.
71

45
 E

 -4
 

1.
01

89
 E

 -4
 

97
.5

4%
 

50
0 

3.
73

08
 E

 -5
 

9.
91

26
 E

 -5
 

4.
14

11
 E

 -5
 

4.
56

48
 E

 -4
 

0.
00

14
 

7.
01

91
 E

 -4
 

93
.5

4%
 

Sc
hw

ef
el

2
0 

0 
0 

0 
0 

0 
0 

0 
10

0 
0 

0 
0 

0 
0 

0 
0 

30
0 

0 
0 

0 
0 

0 
0 

0 
50

0 
0 

0 
0 

0 
0 

0 
0 

T
ab

le
 2

. T
he

 r
es

ul
t o

f 
ap

pl
yi

ng
 b

en
ch

m
ar

k 
on

 th
e 

Q
C

A
 a

nd
 th

e 
IC

A
 w

it
h 

2,
 1

0,
 3

0 
an

d 
50

 d
im

en
si

on
s 

B
ot

h 
al

go
ri

th
m

s 
ar

e 
ru

n 
10

0 
tim

es
, a

nd
 in

di
ca

te
 th

e 
re

su
lts

 th
at

 a
re

 o
bt

ai
ne

d 
af

te
r 1

,0
00

 c
yc

le
 w

ith
 a

 p
op

ul
at

io
n 

ha
vi

ng
 1

25
 in

di
vi

du
al

s 
 



 Quad Countries Algorithm (QCA) 127 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T
ab

le
 3

. T
he

 r
es

ul
ts

 o
f 

G
A

, P
S

O
, P

S
-E

A
, A

B
C

, I
C

A
 a

nd
 Q

C
A

 
 BE

NC
H

MA
RK

 
Al

g
DI

M

GA
[12

]
 

PS
O[

12
]

 
PS

-EA
[12

]
 

AB
C[

11
]

 
IC

A
 

QC
A

 

Me
an

SD
Me

an
SD

Me
an

SD
Me

an
SD

Me
an

SD
Me

an
SD

Gr
iew

ank
 

10
 

0.0
50

2
 

0.0
29

5
 

0.0
79

4
 

0.0
33

45
 

0.2
22

37
 

0.0
78

1
 

0.0
00

87
 

0.0
02

54
 

6.8
89

E-6
1.9

42
E-5

9.3
1E

-9
2.2

94
9E

-8

20
 

1.0
13

9
 

0.0
27

 
0.0

30
6

 
0.0

25
42

 
0.5

90
36

 
0.2

03
0

 
2.0

1E
-08

 
6.7

6E
-08

 
0.0

05
2

0.0
07

9
1.2

06
E-4

1.9
89

0E
-4

30
 

1.2
34

2
 

0.1
1

 
0.0

11
2

 
0.0

14
22

 
0.8

21
1

 
0.1

39
4

 
2.8

7E
-09

 
8.4

5E
-10

 
0.0

72
1

0.0
52

2
0.0

14
4

0.0
22

0

Ra
str

igi
n

 
10

 
1.3

92
8

 
0.7

63
 

2.6
55

9
 

1.3
89

6
 

0.4
34

04
 

0.2
55

1
 

0 
0 

5.5
94

E-9
1.5

15
E-8

1.3
27

E-1
4

4.0
85

E-1
4

20
 

6.0
30

9
 

1.4
53

7
 

12
.05

9
 

3.3
21

6
 

1.8
13

5
 

0.2
55

1
 

1.4
5E

-08
 

5.0
6E

-08
 

2.1
54

E-4
0.0

01
6

3.3
1E

-11
6.2

6E
-11

30
 

10
.43

9
 

2.6
38

6
 

32
.47

6
 

6.9
52

1
 

3.0
52

7
 

0.9
98

5
 

0.0
33

88
 

0.1
81

56
 

0.3
89

9
/-4
/7
2

1.4
27

E-
8

2.4
46

7E
-8

Ac
kle

y
 

10
 

0.5
92

7
 

0.2
24

8
 

9.8
5E

-13
 

9.6
2E

-13
 

0.1
92

09
 

0.1
95

1
 

7.8
E-1

1
 

1.1
6E

-09
 

2.4
68

E-6
5.4

07
E-6

2.5
55

E-8
4.8

52
2E

-8

20
 

0.9
24

 
0.2

26
 

1.1
78

E-6
 

1.5
84

E-6
 

0.3
23

21
 

0.0
97

35
 

1.6
E-

11
 

1.9
E-

11
 

3.0
33

E-5
1.9

16
E-5

4.3
11

E-7
3.5

44
1E

-7

30
 

1.0
98

9
 

0.2
49

6
 

1.4
91

E-6
 

1.8
61

E-6
 

0.3
77

1
 

0.0
98

76
 

3E
-12

 
5E

-12
 

1.7
15

E-4
1.0

19
E-4

4.3
27

E-6
2.5

90
4E

-6

Sc
hw

efe
l

 
10

 
1.9

51
9

 
1.3

04
4

 
16

1.8
7

 
14

4.1
6

 
0.3

20
37

 
1.6

18
5

 
1.2

7E
-09

 
4E

-12
 

0
0

0
0

20
 

7.2
85

 
2.9

97
1

 
54

3.0
7

 
36

0.2
2

 
1.4

98
4

 
0.8

46
12

 
19

.83
97

 
45

.12
34

 
0

0
0

0

30
 

13
.53

5
 

4.9
53

4
 

99
0.7

7
 

58
1.1

4
 

3.2
72

 
1.6

18
5

 
14

6.8
57

 
82

.31
44

 
0

0
0

0

A
ll

 a
lg

or
ith

m
s 

in
di

ca
te

 th
e 

re
su

lts
 th

at
 a

re
 o

bt
ai

ne
d 

af
te

r 
50

0,
 7

50
 a

nd
 1

,0
00

 c
yc

le
 w

it
h 

a 
po

pu
la

ti
on

 h
av

in
g 

12
5 

in
di

vi
du

al
s 

 



128 M.A. Soltani-Sarvestani, S. Lotfi, and F. Ramezani 

5 Conclusion and Future Works 

In this paper, an improved Imperialist algorithm is introduced which is called the 
Quad Countries Algorithm (QCA). In the QCA, we define four categories of country 
including Colonial, Colony, Independent, and Seeking Independence country. 
Therefore, each group of countries have special motion differently compared to the 
others. While, in the primary ICA, there are only two categories, Colony and 
Colonial, and the only motion is the colonies movement toward Imperialists which is 
applied with absorption policy. Whereas by adding Independent countries in the 
QCA, a new policy which is called repulsion policy, is also added. The empirical 
results were found by applying the proposed algorithm to some famous benchmarks 
indicate that the quality of global optima solutions and the convergence speed towards 
the optima have remarkably increased in the proposed algorithm in comparison to the 
primary ICA.  

Through increasing the problem dimensions, the performance of the QCA 
increases considerably in comparison with the ICA. Compared to the QCA and GA, 
PSO, PS-EA and ABC, it observed that, in 100 percent of all cases the proposed 
algorithm has better performance than GA and PS-EA, but in comparison with ABC 
and PSO, in 50 percent of cases the QCA has better performance than ABC and PSO. 
ABC and PSO have better performance about 41.66 and 8.33percent of cases.  

Overall, the performed experiments showed that, the QCA has considerably better 
performance in comparison with the primary ICA and also the other evolutionary 
algorithms such as GA, PSO, PS-EA and ABC. The Quad Countries Algorithm 
(QCA) has a proper performance to solve optimization problems. However, by 
changing the countries’ movements and defining new moving policies, its 
performance will increase. In fact, by define new movement policies the ability of 
exploration and algorithm performance will increase. 
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