
  

 

Abstract— in this paper in order to introduce multiple target 

detection method. We combination histogram feature and 

Imperialist Competitive Algorithm (ICA). We use histogram 

feature because it is robust to the target rotation and scales. To 

overcome the computation problem of pixel by pixel searching, 

ICA is employed. Another advantage of ICA is that if several 

targets in the image or frame exist, we will be able to detect 

simultaneously all targets in the frame. Then we apply a 

threshold in order to remove weak empires which belong to 

objects which have similarity to targets. Then clustering 

empires based on the distance and selecting most powerful 

empire of each cluster as one of the targets contained in frame, 

therefore we can detect all targets existing in the frame. Finally 

we compare ICA method with PSO (Particle Swarm  

Optimization) method and show that ICA is faster and more 

accurate than PSO in the field of target detection. 

I. INTRODUCTION 

The researches for segmenting, estimating, and tracking 

semantic objects in videos have received great attention for 

the last few years, which have many important applications 

including, video surveillance, human motion analysis, 

human-machine interaction, and object based video 

encoding (e.g., MPEG4), [1] These broad applications have 

different constraints and requirements in terms of tracking 

accuracy, processing speed, allowed user interaction, and 

available prior information about the object and the 

background. 

Multiple target tracking [3] is an important element of 

surveillance. Target detection and tracking represent two 

fundamental steps in automatic video-based surveillance 

systems where the goal is to provide intelligent recognition 

capabilities by analyzing target behavior. And an object 

detection mechanism is required for every object tracking 

method either in every frame or in the first frame in a video 

when the object first appears. 

A large number of detection and tracking algorithms have 

been developed in the past decades. The interested reader 

can refer to [2] for a recent comprehensive survey of the 

field. In detection alone schemes, various detection 

algorithms have been employed based on point detectors [4], 

such as background subtraction [5], segmentation [6], 

supervised learning methods [7-9], frame differencing [10], 
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optical flow [11], etc. About the detection of moving object, 

most of techniques are based on the features of color, 

texture, shape, edge, motion, and shape. Generally, the color 

feature is frequently used [12], since the human perception is 

sensitive to the color. In fact, color is one of the most widely 

used features to represent the object appearance for detection 

and tracking. Most of object detection and tracking methods 

used pre-specified models for object representation.  

It is very important to select a general feature for object 

representation of the unconstrained videos. We noticed that 

histogram is the statistical feature of a region and not a point 

or a specific shape. And also it is a general character to 

represent object. Therefore the histogram is selected as the 

object representation in this paper, and the results of 

experiment showed that it is promising. 

On the other hand, the computational complexity is another 

challenge for real-time applications. In this paper, we use a 

method called Imperialist Competitive Algorithm to search 

for the position in video frame (or static image) of which the 

histogram is proximate to that of the target. Imperialist 

Competitive Algorithm (ICA) is a new algorithm which has 

been proposed by Atashpaz Gargari and Lucas [13], in 2007 

that has inspired from a socio-human phenomenon. ICA has 

been applied successfully in different domains namely 

designing controllers [14-15], recommender systems, 

characterization of elasto-plastic properties of materials [16] 

and many other optimization problems [17]. 

Although some object detection methods use the temporal 

information computed from a sequence of frames, it is a 

common approach for object detection to use information in 

a single frame. Therefore in this paper we propose a target 
Procedure for Paper Submission detection algorithm, which 

combines the histogram feature of target object and 

Imperialist Competitive Algorithm. 

The rest of the paper is organized as follows. Section II 

gives a description of histogram feature. The robust of the 

histogram feature for object representation is analyzed. The 

Imperialist Competitive Algorithm is presented in section 

III. In section IV, the proposed method is shown, in section 

V we have experimental results, and followed with the 

conclusion and discuss in section VI. 
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II. ANALYSIS OF HISTOGRAM FEATURE 

A color histogram is a representation of the distribution of 

colors in an image. For digital images, a color histogram 

represents the number of pixels which have colors in each of 

a fixed list of color ranges that span the image's color space, 

the set of all possible colors. Histogram is a statistical 

representation of features. Histogram has some advantages 

such as simplicity, robustness and efficiency. Histogram 

only produces the information on global intensity or color 

distribution. Therefore, the targets in image can still possess 

high similarity in their corresponding histograms when the 

targets have some small changes, such as translations, 

rotations, or distortions. Many works of image retrieval or 

target tracking have been reported based on histogram 

feature which could provide useful clues for measuring the 

similarity between image patterns [18-20]. 

 

Figure 1.    The histogram examples in case of target rotation 

In figure 1 and figure 2 are shown that histogram feature is 

robustness against of rotation and scale. From figure1 and 

figure 2 [21], we could see that the histogram changes little 

in case of the target rotation or the scale changes. 

 On the other hand, the histograms of different targets may 

have little similarity even under the same rotation and scale 

as showed in figure 3. [21] 

We can use an appropriate threshold value to solve this 

problem. Therefore we choose the histogram as the feature 

for target detection. 

To solve the global optimum problem, one of the solutions is 

to search the image pixel by pixel, which has high 

computation. So here we would employ the Imperialist 

Competitive Algorithm (ICA) to cover the computation 

problem. 

 

 

Figure 2.  The histogram examples in case of target scale changes 

    
Figure 3.  The histogram examples of different targets 

III. IMPERIALIST COMPETITIVE ALGORITHM 

Imperialism is the policy of extending the power and rule of 

a government beyond its own boundaries. ICA is a novel 

global search strategy which uses imperialism and 

imperialistic competition process as a source of inspiration. 

The algorithm starts with an initial random population called 

countries. Some of the best countries in the population are 

selected to be the imperialists and the rest form the colonies 

of these imperialists. In an N dimensional optimization 

problem, a country is a 1×N array. This array is defined as 

below  

 

Country=[p1,p2,p3,...,pNvar] (1)  

 

The cost of a country is found by evaluating the cost 

function F at the variables (p1,p2,p3,...,pNvar ).  

 

Costi= F(Countryi) = F(pi1,pi2,pi3,...,piNvar) (2) 

 

Then the algorithm starts with N initial countries and the 

Nimp best of them (countries with minimum cost) are chosen 

as the imperialists. The remaining countries are colonies that 
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each belong to an empire. The initial colonies belong to 

imperialists in convenience with their powers. To distribute 

the colonies among imperialists proportionally, the 

normalized cost of an imperialist is defined as follow 

Cn=maxi{ci}-cn (3) 

 

Where, cn is the cost of nth imperialist and Cn is its 

normalized cost. Each imperialist which has more cost 

value, will have less normalized cost value. Having the 

normalized cost, the power of each imperialist is calculated 

as below and based on that the colonies are distributed 

among the imperialist countries. 

Pn= 
Cn

 ci
Nimp
𝑖=1

  (4) 

 

On the other hand, the normalized power of an imperialist is 

assessed by its colonies. Then, the initial number of colonies 

of an empire will be 

 

N.C.n=round{(Pn.(Ncol)} (5) 

 

Where, NCn is the initial number of colonies of nth empire 

and Ncol is the number of all colonies. To distribute the 

colonies among imperialist, NCn of the colonies is selected 

randomly and assigned to their imperialist. The imperialist 

countries absorb the colonies towards themselves using the 

absorption policy. The absorption policy shown in Fig.4 

makes the main core of this algorithm and causes the 

countries move towards to their minimum optima. The 

imperialists absorb these colonies towards themselves with 

respect to their power described in (6). The total power of 

each imperialist is determined by the power of its both parts, 

the empire power plus percents of its average colonies 

power.  

T.Cn=Cost(Imperialistn) + mean{Cost(colonies of 

empiren)} (6) 

 

Where TCn is the total cost of the nth empire and  is a 

positive number which is considered to be less than one.  

𝑥 ∽ 𝑈 0, 𝛽 × 𝑑  (7) 

 

In the absorption policy, the colony moves towards the 

imperialist by x unit. The direction of movement is the 

vector from colony to imperialist, as shown in Fig.4. In this 

figure, the distance between the imperialist and colony 

shown by d and x is a random variable with uniform 

distribution. Where  is greater than 1 and is near to 2. So, a 

proper choice can be  =2. In our implementation  is /4 

(Rad) respectively. 

𝜃~ ∪  𝛾, 𝛾                                                                                   (8) 

In ICA algorithm, to search different points around the 

imperialist, a random amount of deviation is added to the 

direction of colony movement towards the imperialist. In 

Fig. 4, this deflection angle is shown as , which is chosen 

randomly and with a uniform distribution. While moving 

toward the imperialist countries, a colony may reach to a 

better position, so the colony position changes according to 

position of the imperialist. 

Figure 4.  Moving colonies toward their imperialist 

In this algorithm, the imperialistic competition has an 

important role. During the imperialistic competition, the 

weak empires will lose their power and their colonies. To 

model this competition, firstly we calculate the probability 

of possessing all the colonies by each empire considering the 

total cost of empire. 

NTCn=maxi{TCi}-TCn (9) 

 

Where, TCn is the total cost of nth empire and NTCn is the 

normalized total cost of nth empire. Having the normalized 

total cost, the possession probability of each empire is 

calculated as below 

 

ppn= 
NTC n

 𝑁𝑇𝑐𝑖N imp 

𝜄=1

                                                               (10)  

After a while all the empires except the most powerful one 

will collapse and all the colonies will be under the control of 

this unique empire. 

IV. THE PROPOSED METHOD  

In order to targets detection in the frame or image, countries 

are distributed uniformly in image space. And a number of 

these countries which are more powerful are elected as 

empire. Each imperialist randomly picks N of the colonies. 

After creating the initial empires, colonies start moving 

toward their relevant imperialist state. If this movement 

causes to find a colony with better position (lower cost) than 

that of imperialist, the colony moves to the position of the 

imperialist. But according to real world complex situations 

(changing lighting, the distance …) obviously, the power of 

targets will be different from each other. According to this 

point if we continue the algorithm to satisfy stop condition, 

the most powerful empire belongs to target which has been 

given as input to the algorithm. And the rest empires belong 

to other targets and objects similar target which have been 

removed due to competition with the most powerful empire. 

Then we apply a threshold to remove weak empires which 

belong to objects which have similarity to targets.  Then 
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rests of the empires are clustered based on distance. 

Therefore, the number of clusters is equal to number of 

targets in the frame. If the most powerful empire is chosen 

from each cluster, all targets are detected in the frame. 

According to this point the numbers of targets in various 

frames are different. Empires (targets in the frame) are 

clustering automatically. Therefore we don’t need to have 

any basic information about the number of targets in the 

each frame. 

V. EXPERIMENTAL RESULTS  

In order to represent the power of proposed method, we have 

shown some of the experimental results in Fig.5 and Fig.6. 

In Fig.5 targets are people’s faces that are different in terms 

of appearance and color, and all of the faces were detected 

correctly.  

And Fig.6 includes the lotus flower, that despite obvious 

differences in shape and size of them, ICA method detected 

all of them properly. 

In order to evaluate the performance of ICA method in the 

field of target detection, we compare ICA method and PSO 

method with each other.  

Figure 5.  Face target detection example 

Figure 6.   Lotus flower target detection example 

 

ICA method is faster than PSO method because in ICA to 

detect all targets existing in each frame, we need to run the 

algorithm one time but in PSO we must run the algorithm as 

number as targets existing in each frame. As shown in Fig.7, 

we have compared the runtime of both algorithms in same 

situation. Each of the algorithms was run on every picture 

five times .Therefore we use average time in graph. 

 

Figure 7.  Compare ICA and PSO runtimes 

We use 350 various pictures, in order to compare the 

performance of both algorithm. According to table 1 we 

found that ICA performance is also better than PSO in field 

of target detection.  

TABLE I.  COMPARE PERFORMANCE OF ICA AND PSO 

PSO[21] ICA Algorithm 

%90.2 %92.6 Performance(True Detect) 

3.47 %2.33 %Miss Target 

6.33 %5.07 %False Positive 

VI. CONCLUSIONS 

Histogram is the statistical feature of a region and not a point 

or a specific shape. It possesses the merits of simplicity, 

robustness and efficiency. In this paper, we choose the 

histogram as the feature for target detection. 

On the other hand, to overcome the computation problem, 

ICA is introduced, which is a new and powerful search 

technique. ICA method not only increases the success rate of 

the search but also expedites the search process, and we are 

able to detect multiple targets in the frame or image. 

In this paper, in order to evaluate the performance of ICA 

method, we compare it with PSO method. Based on 

experiments results, we found, that the ability of ICA 

method is higher than PSO method in the field of target 

detection. However, this phenomenon is partly justified. 

Because in PSO, each particle move randomly toward the 

local (the best position that particle has visited) and global 

(the best position is determined by any particles in the 

swarm) best positions. But in ICA algorithm countries are 

moving toward several imperialist (the best solutions 

obtained so far). Local and global optimal evolve 

simultaneously. Therefore expected, ICA method has better 

result than PSO method in field of target detection. 

By the combination of histogram and ICA, a multiple target 

detection method robust to rotation and scales is presented 

which also have a good performance in real time. The 
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research of how to construct significant target detection and 

object tracking system is still ongoing. 
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