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Abstract-this paper is investigated the bi-criteria scheduling 

problem of minimizing the sum of the earliness and tardiness 
penalties on a single machine while the preemption is allowed. 

The problem which is known to be NP-hard is compatible with 

the concepts of just-in-Time (JIT) production. While the 

complexity of the problem is high, therefore, meta-heuristic 

algorithms are highly applied for such problems. Imperialist 

competitive algorithm (ICA) is a novel global search heuristic 
that uses imperialistic competition as a source of inspiration. 

Two meta-heuristic algorithms such as ICA and hybrid 

algorithm of ICA and genetic algorithm are applied. The 

computational results show that the performance of the hybrid 

algorithm is much better than ICA in finding the best solutions 

and in execution speed. 

Keywords- Single machine scheduling; Just-in-time; Pre­

emption; Hybrid algorithm; Imperialist competitive algorithm; 

Genetic algorithm 

I. INTRODUCTION 

This paper considers a single machine scheduling 
problem with earliness and tardiness costs. Also, existence of 
preemption and machine idle time in sequencing are allowed. 
The non-preemptive single machine scheduling problem 
with earliness and tardiness costs has been regarded as an 
NP-hard problem which has been widely studied in recent 
years [6]. Also, several exact algorithms and heuristics were 
proposed [2], [4] and [7]. An overview of existing and new 
results on preemption consideration for single machine 
scheduling problems is presented in [3]. Recently, a 
neighborhood search (NS) is applied in the JIT single 
machine scheduling problem with preemption [5]. 

Imperialist competitive algorithm (lCA) is a novel global 
search heuristic that uses imperialism and imperialistic 
competition process as a source of inspiration. The term 
imperialist competitive algorithm was introduced by [1]. In 
this paper, two meta-heuristic algorithms based on JIT 
scheduling problem (JITSP) are presented: ICA and hybrid 
algorithm of ICA and genetic algorithm. The computational 
results show that the performance of the hybrid algorithm is 
much better than ICA in fmding the best solutions and also 
in execution speed. Our computational experiments 
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demonstrated that the hybridized approach yields excellent 
results. 

II. PROBLEM DEF INITION 

The problem can be stated as follows. A set of n 

independent jobs U1, h , . , in} has to be scheduled on a single 

machine which can handle at most one job at a point of time. 
The machine is assumed to be continuously available and 
breakdown is not occurred. 

There is a due date di for each job j., which is to be 
I 

processed on a single machine. Each of the n jobs is 
available for processing at time zero and has a determinate 

processmg time Pi, earliness weight !Xi' and tardiness 

weightfJi· 

III. PROPOSED IMPREI AL IST COMPETITIVE ALGORITHM 

A. The representation scheme 

In this procedure, the country divided to H equal periods, 
where H is obtained by following formula: 

n 
H = max{L Pi,drnax} + n . 

i=1 
(1) 

Number of periods that assigned to job I is equal to the 
I 

corresponding processing time. In this way, remained 
periods of country which are not assigned, are considered as 
idle periods. Each period is presented by the city and each 
number in country is presented by the value of the city. At 
first, a primal sequence (primal country) is produced that the 
value of cities are randomly distributed between 1 and H, 
here 9, and then a decoding method is implemented. By 
decoding method we transformed numbers between 1 and 

the PI to job h . In the same way, we decoded numbers 

between PI+ 1 and PI + P2 here 4 and 5 to job j . If number of 
2 

jobs is more, the procedure will go on in the same way. 



B. The initial population 

To start the optimization algorithm we produce the initial 
population of size N pop' We select Nimp of the most powerful 

countries to form the initial empires. The remaining Neolof 

the population will be the colonies each belongs to an empire. 
Then, we have two types of countries: imperialist and colony. 
All the colonies of initial population consists primal 
sequences that the quantity of these sequences is equivalent 
to the number of countries. 
Each city of country is denoted by qi. 

(2) 

C. Power evaluation 

The cost of a country is obtained by evaluating the cost 
function f at the variables (Q\,Q2,Q3, ... ,qH) . Then 

cost = f (Q\,Q2,Q3' .. .,qH ) 
According to the cost function, power of countries must 

be obtained by calculating two parameters, start time and 
completion time. 

By calculating these parameters, earliness and tardiness 
of each job is obtained by formulas (3) and (4): 

E i =max {O, di- Pi- Si} (3) 
T i =max {O, Ci- di} (4) 

Finally, objective function of each country is calculated 

by Ei, � in fOllliula (5). 

n 

Cost function = L (aiEi + fiJi) i=1 
(5) 

In such J IT problems that aim to minimize penalized 
earliness-tardiness, power of countries is different from their 
cost. We need to set an upper bound equal to a large number 
(My for calculating power of countries. Formula (6) provides 
power functions. 

Power function =M - Cost function (6) 

D. Division strategy 

To form the initial empires, the colonies are divided 
among imperialists based on their power. That is the initial 
number of colonies of an empire should be directly related to 
its power. To divide the colonies among imperialists, the 
normalized cost of an imperialist is defined by formula (7). 

Qv = max{qz} - Qv (7) 
Where qv is the cost of vth imperialist and Qv is its 

1· d Th 
normalized 

f h 
. . 

l' 
. 

norma 1ze cost. e power 0 eac 1mpena 1st IS 
defined by formula (8). 

Gv = N� (8) 

Lz=1 Qz 
In addition, the normalized power of an imperialist is the 

portion of colonies that should be possessed by the 
imperialist. Then, the initial number of colonies of an empire 
will be obtained by formula (9). 

N·Qv = round { Gv .(N col) } (9) 
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Where N Qv is the initial number of colonies of vth 
empire and Neol is the number of colonies. For dividing the 
colonies, N Qv of the colonies are chose randomly and are 
allocated to each imperialist. These colonies along with the 
imperialist will form vth empire. According to this procedure, 
bigger empires have greater number of colonies while 
weaker ones have less. 

E. Moving the colonies of an empire toward the 
imperialist 

Imperialists countries started to improve their colonies. 
We have simulated moving all the colonies toward the 
imperialist. The direction of the movement is the vector from 
colony to imperialist. 

F. Competition strategies 

In applying the ICA, two types of competition are seen. 
The first one is competition between imperialist and colony 
in which four countries must be considered: two offspring by 
crossover operator, one offspring by mutation operator and 
the selected colony. Values of objective function of these 
countries must be compared. If one of the three offspring has 
a lower cost than the selected colony, that offspring is 
replaced by the selected colony. Otherwise, crossover and 
mutation operators are repeated. 

During moving toward the imperialist, a colony may 
reach to a position with lower cost than the imperialist. In 
such a case, the imperialist moves to the position of that 
colony and vice versa. Then algorithm will continue by the 
imperialist in a new position and then colonies start moving 
toward this position. 

The second one is Competition between two imperialist 
countries. Total power of an empire is largely affected by the 
power of imperialist country. But the power of the colonies 
of an empire has an effect, albeit negligible, on the total 
power of that empire. This fact is modeled by defining the 
total cost in formula (10). 

T.Qv = Cost(imperialistv ) + 4' mean { Cost( colonies of empir"v )} (10) 

Where T.Qv is the total cost of the vth empire and � is a 

positive number which is considered to be less than 1. 
A little value for � causes the total power of the empire to 

be determined by just the imperialist and increasing it will 
enhance the role of the colonies in determining the total 
power of an empire. 

Indeed, all empires try to take possession of colonies of 
other empires and control them. This imperialistic 
competition gradually brings about a decrease in the power 
of weaker empires and an increase in the power of more 
powerful ones. This competition is modeled by just picking 
one of the weakest colonies of the weakest empires and 
making a competition among all empires to posses this 
colony. The modeled imperialistic competition based on their 
total power works as follows. Each of empires will have a 
probability of taking possession of the mentioned colonies. 

The competition starts with fmding the possession 
probability of each empire based on its total power. The 



normalized total cost IS simply obtained by 

N.T.Q·v = max {T.Q·z } - T.Q·v where T.Q.v and N.T.Q.v are 
z 

respectively total cost and normalized total cost of vth 
empire. The possession probability of each empire is given 
by formula (11). 

(11) 

To divide the mentioned colonies among empires based 
on the possession probability of them, the vector G is formed 

aS G=[Gq,Gq , ... ,Gq ]. 
I 2 Nimp 

Then, a vector with the same size as G whose elements 
are uniformly disnibuted random numbers is considered. 

y = [Y I' Y 2 ' Y 3' .. . y N . ] Y I' Y 2 ' Y 3' ... y N - U (0, 1) 
Imp Imp 

Then, vector A is formed by simply subtracting Y from G. 
A = G -Y = [AI'A2,A3, .. .AN ] = Imp 

[GU1 - Yl'GU2 - y2,GU3 - Y3,··.GUN - YNimp] 
Imp 

Referring to vector A we will hand the mentioned 
colonies to an empire whose relevant index in A is maximum. 

G. Eliminating the powerless empires 

Powerless empires will destroy in the imperialistic 
competition and the colonies will be divided among 
remained empires. In modeling collapse mechanism, 
different criteria can be assumed for concerning an empire 
powerless. In our implementation, we consider that an 
empire is collapsed and eliminate it when it loses all of its 
colonies. 

H. Stopping criterion 

After a while, all the empires expect the most powerful 
one will collapse and all the colonies will be under the 
control of this unique empire. 
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IV. THE HYBRID ALGORITHM OF ICA AND GA 

The performance of the proposed hybrid algorithm can 
be divided into two sections. The first part is producing an 
appropriate solution (in fact, the first part is an input for the 
second one). The task of the second part is improving the 
population into an optimal sequence. Since ICA make more 
searches on different sequences of JITSP due to its high 
execution speed, it is used as a good tool for producing the 
appropriate population (a good first solution) for GA. On the 
other hand, GA can be a good tool for improving the 
population into an optimal sequence due to its accuracy in 
finding global optimum solutions. 

V. COMPUT ATIONAL RESULTS 

A. Data generation 

In this section, performance of the proposed algorithms 
for JITSP is analyzed. To present the efficiency of the 
algorithms, problems with different sizes are considered. The 
small size problems are associated with 30 and 40 jobs, 
medium size with 50 and 60 jobs, and large size with 80 and 
90 jobs. In order to compare the algorithms, 18 examples are 
designed and the best, average and the worst results were 
submitted after 5 runs for each of them. There are 3 instances 
for each problem size. 

The processing times are generated from the discrete 
uniform distribution [1, 9] and earliness-tardiness penalties 
are drawn from the discrete uniform distribution [1, 4]. The 
due dates of each job is drawn from the uniform distribution 

[dmm -A, dmin +..1,] , where dmin = P(l- TEF) 
n 

P = L: Pi i=l 
and A = P(RDD / 2). The two parameters TEF and RDD are 
the tardiness/earliness function and relative range of due 
dates, respectively. RDD gets the values of 0.2 and 0.5. Also 
TEF gets the values of 0. 2 and 0.35. 

B. Experimental results 

The comparison between the results of several 
procedures is shown in Table 1. Numerical examples show 
that ICA is unable to find optimal solutions in small size 
problems but if the problem size expands, the ICA obtain 
good performance in processing JITSP. 



Tablet 

The main advantage of the ICA is its high execution 
speed. Numerical experiments demonstrate that ICA doesn't 
have the appropriate performance in small size problems, 
while for medium size and large size problems the 
performance of ICA is well. Thus, to be concluding that the 
performance and quality of the hybrid algorithm is better 
than ICA for small, medium and large size problems. 

VI. CONCLUTIONS 

In this paper, we developed two meta-heuristic 
algorithms for the I IT scheduling with preemption and 
machine idle time: ICA and hybrid algorithm of ICA and GA. 
The proposed procedures were compared with each other. 
Indeed, the hybrid algorithm is a better algorithm than the 
ICA cause of using advantages of the two algorithms. Our 
computational experiments demonstrated that this approach 
yields excellent results. Therefore, our future work will 
consist in using the hybrid algorithm to solve some of more 
practical optimization problems. Moreover, this work can be 
extended to more complex settings, such as parallel machine 
enviromnents. It would also be interesting to study 
robustness and stability measures in dynamic and stochastic 
manufacturing settings. 
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